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Many high-dimensional hypothesis tests aim to globally examine
marginal or low-dimensional features of a high-dimensional joint dis-
tribution, such as testing of mean vectors, covariance matrices and re-
gression coefficients. This paper constructs a family of U-statistics as
unbiased estimators of the `p-norms of those features. We show that
under the null hypothesis, the U-statistics of different finite orders
are asymptotically independent and normally distributed. Moreover,
they are also asymptotically independent with the maximum-type
test statistic, whose limiting distribution is an extreme value distribu-
tion. Based on the asymptotic independence property, we propose an
adaptive testing procedure which combines p-values computed from
the U-statistics of different orders. We further establish power analy-
sis results and show that the proposed adaptive procedure maintains
high power against various alternatives.

1. Introduction.

Motivation. Analysis of high-dimensional data, whose dimension p could
be much larger than the sample size n, has emerged as an important and
active research area [e.g., 21, 72, 25, 23]. In many large-scale inference prob-
lems, one is often interested in globally testing some overall patterns of
low-dimensional features of the high-dimensional random observations. One
example is genome-wide association studies (GWAS), whose primary goal is
to identify single nucleotide polymorphisms (SNPs) associated with certain
complex diseases of interest. A popular approach in GWAS is to perform
univariate tests which examine each SNP one by one. This however may
lead to low statistical power due to the weak effect size of each SNP [56]
and the small statistical significance threshold (∼ 10−8) chosen to control
the multiple-comparison type I error [48]. Researchers therefore have pro-
posed to globally test a genetic marker set with many SNPs [73, 48] in order
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to achieve higher statistical power and to better understand the underlying
genetic mechanisms.

In this paper, we focus on a family of global testing problems in the high-
dimensional setting, including testing of mean vectors, covariance matrices
and regression coefficients in generalized linear models. These problems can
be formulated as H0 : E = 0, where 0 is an all zero vector, E = {el : l ∈ L}
is a parameter vector with L being the index set, and el’s being the corre-
sponding parameters of interest, e.g., elements in mean vectors, covariance
matrices or coefficients in generalized linear models. For the global testing
problem H0 : E = 0 versus HA : E 6= 0, two different types of methods
are often used in the literature. One is sum-of-squares-type statistics. They
are usually powerful against “dense” alternatives, where E has a high pro-
portion of nonzero elements with a large ‖E‖2 =

∑
l∈L e

2
l or its weighted

variants. See examples in mean testing [e.g., 4, 27, 69, 14, 13, 28, 71] and
covariance testing [e.g., 3, 51, 15, 54]. The other is maximum-type statistics.
They are usually powerful against “sparse” alternatives, where E has few
nonzero elements with a large ‖E‖∞ [e.g., 43, 55, 32, 9, 10, 11, 67]. More
recently, [22, 79] also proposed to combine these two kinds of test statis-
tics. However, for denser or only moderately dense alternatives, neither of
these two types of statistics may be powerful, as will be further illustrated
in this paper both theoretically and numerically. Importantly, in real ap-
plications, the underlying truth is usually unknown, which could be either
sparse, dense, or in-between. As global testing could be highly underpowered
if an inappropriate testing method is used [e.g., 17], it is desired in practice
to have a testing procedure with high statistical power against a variety of
alternatives.

A Family of Asymptotically Independent U-Statistics. To address these is-
sues, we propose a U-statistics framework and introduce its applications to
adaptive high-dimensional testing. The U-statistics framework constructs
unbiased and asymptotically independent estimators of ‖E‖aa :=

∑
l∈L e

a
l for

different (positive) integers a, where a = 2 corresponds to a sum-of-squares-
type statistic, and an even integer a→∞ yields a maximum-type statistic.
The adaptive testing then combines the information from different ‖E‖aa’s,
and our power analysis shows that it is powerful against a wide range of al-
ternatives, from highly sparse, moderately sparse to dense, to highly dense.

To illustrate our idea, suppose z1, . . . , zn are n independent and identically
distributed (i.i.d.) copies of a random vector z. We consider the setting where
each parameter el has an unbiased kernel function estimatorKl(zi1 , . . . , ziγl ),
and γl is the smallest integer such that for any 1 ≤ i1 6= . . . 6= iγl ≤ n,
E[Kl(zi1 , . . . , ziγl )] = el. This includes many testing problems on moments



ASYMPTOTICALLY INDEPENDENT U-STATISTICS 3

of low orders, such as entries in mean vectors, covariance matrices and score
vectors of generalized linear models, which shall be discussed in details. The
family of U-statistics can be constructed generally as follows. For integers
a ≥ 1, and 1 ≤ i1 6= . . . 6= iγl 6= . . . 6= i(a−1)×γl+1 . . . 6= ia×γl ≤ n, since the
z’s are i.i.d., we have E[Kl(zi1 , . . . , ziγl ) · · ·Kl(zi(a−1)×γl+1

, . . . , zia×γl )] = eal .
Therefore, we can construct an unbiased estimator of the parameters of
augmented powers eal with different a. Then ‖E‖aa has an unbiased estimator

U(a) =
∑
l∈L

(Pna×γl)
−1

∑
1≤i1 6=... 6=ia×γl≤n

a∏
k=1

Kl(zi(k−1)×γl+1
, . . . , zik×γl ),(1.1)

where Pnk = n!/(n−k)! denotes the number of k-permutations of n. We call
a the order of the U-statistic U(a). If a > b, we say U(a) is of higher order
than U(b) and vice versa.

This construction procedure can be applied to many testing problems.
We give three common examples below for illustration and more detailed
case-studies will be discussed in Sections 2 and 4.

Example 1. Consider one-sample mean testing of H0 : µ = 0, where
E = µ is the mean vector of a p-dimensional random vector x. Suppose
x1, . . . ,xn are n i.i.d. copies of x. For each i = 1, . . . , n, j = 1, . . . , p, xi,j
is a simple unbiased estimator of µj, then we can take the kernel function
Kj(xi) = xi,j. Following (1.1), we know the U-statistic

U(a) = (Pna )−1
p∑
j=1

∑
1≤i1 6=... 6=ia≤n

a∏
k=1

xik,j

is an unbiased estimator of ‖E‖aa = ‖µ‖aa =
∑p

j=1 µ
a
j . Please see Section 4.1

for the two-sample mean testing example and related theoretical properties.

Example 2. Suppose x1, . . . ,xn are n i.i.d. copies of a random vector
x with mean vector µ = 0 and covariance matrix Σ = {σj1,j2}p×p. For
covariance testing H0 : σj1,j2 = 0 for any 1 ≤ j1 6= j2 ≤ p, we have E =
{σl : l ∈ L} with L = {(j1, j2) : 1 ≤ j1 6= j2 ≤ p}. Since xi,j1xi,j2 is a simple
unbiased estimator of σj1,j2, then for each pair l = (j1, j2) ∈ L, we can take
the kernel function Kl(xi) = xi,j1xi,j2. Following (1.1), the U-statistic

U(a) = (Pna )−1
∑

1≤j1 6=j2≤p

∑
1≤i1 6=... 6=ia≤n

a∏
k=1

(xik,j1xik,j2)

is an unbiased estimator of ‖E‖aa =
∑

1≤j1 6=j2≤p σ
a
j1,j2

. Please see Section 2
for the general case with unknown µ.
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Example 3. Consider a response variable y and its covariates x ∈ Rp
following a generalized linear model: E(y|x) = g−1(xᵀβ), where g is the
canonical link function and β ∈ Rp are the regression coefficients. Suppose
that (xi, yi), i = 1, . . . , n, are i.i.d. copies of (x, y). For testing H0 : β = β0,
the score vectors (Si,j = (yi − µ0,i)xi,j : j = 1, . . . , p)ᵀ are often used in the
literature, where µ0,i = g−1(xᵀ

iβ0). Note that E(Si,j) = 0 under H0. Thus to
test H0, we can take E = {E(Si,j) : j = 1, . . . , p} and use the U-statistic

U(a) = (Pna )−1
p∑
j=1

∑
1≤i1 6=... 6=ia≤n

a∏
k=1

Sik,j ,

which is an unbiased estimator of ‖E‖aa =
∑p

j=1{E(Si,j)}a. Please see Sec-
tion 4.3.

Related Literature. For high-dimensional testing, some other adaptive test-
ing procedures have recently been proposed in [61, 76, 74]. These works com-
bine the p-values of a family of sum-of-powered statistics that are powerful
against different ‖E‖aa’s. However in these existing works, to evaluate the p-
value of the adaptive test statistic, the joint asymptotic distribution of the
statistics is difficult to obtain or calculate. Accordingly computationally ex-
pensive resampling methods are often used in practice [61, 48, 78]. For some
special cases such as testing means and the coefficients of generalized linear
models, [76] and [74] derived the limiting distributions of the test statistics
under the framework of a family of von Mises V-statistics. However, the
constructed V-statistics are usually correlated and biased estimators of the
target ‖E‖aa. It follows that in [76] and [74], numerical approximations are
still needed to calculate the tail probabilities of the adaptive test statistics;
see Remark 4.1 and Section 4.3. In addition, these existing adaptive test-
ing works mainly focus on the first-order moments, and their results do not
directly apply to testing second-order moments, such as covariance matrices.

To overcome these issues, this paper considers the proposed family of
unbiased U-statistics. There are some other recent works providing impor-
tant results on high-dimensional U-statistics [e.g., 16, 52, 82]. For instance,
[82] considered testing the regression coefficients in linear models using the
fourth-order U-statistic; [52] studied the limiting distributions of rank-based
U-statistics; and [16] studied bootstrap approximation of the second-order
U-statistics. However, these results do not directly apply to the high-order
U-statistics considered in this paper.

Our Contributions. We establish the theoretical properties of the U-statistics
in various high dimensional testing problems, including testing mean vectors,
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regression coefficients of generalized linear models, and covariance matrices.
Our contributions are summarized as follows.

Under the null hypothesis, we show that the normalized U-statistics of
different finite orders are jointly normally distributed. The result applies
generally for any asymptotic regime with n → ∞ and p → ∞. In addi-
tion, we prove that all the finite-order U-statistics are asymptotically in-
dependent with each other under the null hypothesis. Moreover, we prove
that U-statistics of finite orders are also asymptotically independent of the
maximum-type test statistic with a limiting extreme value distribution.

Under the alternative hypothesis, we further analyze the asymptotic power
for U-statistics of different orders. We show that when E has denser nonzero
entries, U(a)’s of lower orders tend to be more powerful; and when E has
sparser nonzero entries, U(a)’s of higher orders tend to be more powerful.
More interestingly, we show that in the boundary case of “moderate” spar-
sity levels, U(a) with a finite a > 2 gives the highest power among the family
of U-statistics, clearly indicating the inadequacy of both the sum-of-squares-
and the maximum-type statistics.

An important application of the independence property among U(a)’s
is to construct adaptive testing procedures by combining the information
of different U(a)’s, whose univariate distributions or p-values can be easily
combined to form a joint distribution to calculate the p-value of an adaptive
test statistic. Compared with other existing works [e.g., 76, 74], numerical
approximations of tail probabilities are no longer needed. As shown in the
power analysis, an adaptive integration of information across different tests
leads to a powerful testing procedure.

The rest of the paper is organized as follows. In Sections 2 and 3, we illus-
trate the framework by a covariance testing problem. Particularly, in Section
2.1, we study the U-statistics under null hypothesis; in Section 2.2, we an-
alyze the power of the U-statistics; in Section 2.3, we develop an adaptive
testing procedure. In Sections 3.1 and 3.2, we report simulations and a real
dataset analysis. In Section 4, we study other high-dimensional testing prob-
lems, including testing means, regression coefficients and two-sample covari-
ances. In Section 5, we discuss several extensions of the proposed framework.
We give proofs and other stimulations in Supplementary Material.

2. Motivating Example: One-Sample Covariance Testing. The
constructed family of U-statistics and adaptive testing procedure can be
applied to various high-dimensional testing problems. In this section, we
illustrate the framework with a motivating example of one-sample covariance
testing. Analogous results for other high-dimensional testing problems in
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Section 4 can be obtained following similar analyses. We showcase the study
of one-sample covariance testing problem since this is more challenging than
mean testing due to the two-way dependency structure and the one-sample
problem can be used as the building block for more general cases.

Specifically, we focus on testing

H0 : σj1,j2 = 0 ∀ 1 ≤ j1 6= j2 ≤ p,(2.1)

where Σ = {σj1,j2 : 1 ≤ j1, j2 ≤ p} is the covariance matrix of a p-
dimensional real-valued random vector x = (x1, . . . , xp)

ᵀ with E(x) = µ =
(µ1, . . . , µp)

ᵀ. The observed data include n i.i.d. copies of x, denoted by
x1, . . . ,xn with xi = (xi,1, . . . , xi,p)

ᵀ. In factor analysis, testing H0 in (2.1)
can be used to examine whether Σ has any significant factor or not [2].

Global testing of covariance structure plays an important role in many
statistical analysis and applications; see a review in [8]. Conventional tests
include the likelihood ratio test, John’s test, and Nagao’s test, etc. [2, 59].
These methods, however, often fail in the high-dimensional setting when
both n, p → ∞. To address this issue, new procedures have been recently
proposed [e.g., 3, 44, 45, 68, 66, 62, 51, 15, 43, 55, 9, 54, 67, 50]. However
these methods might suffer from loss of power when the sparsity level of the
alternative covariance matrix varies. In the following subsections, we intro-
duce the general U-statistics framework, study their asymptotic properties,
and develop a powerful adaptive testing procedure.

We introduce some notation. For two series of numbers un,p, vn,p that
depend on n, p: un,p = o(vn,p) denotes lim supn,p→∞ |un,p/vn,p| = 0; un,p =
O(vn,p) denotes lim supn,p→∞ |un,p/vn,p| < ∞; un,p = Θ(vn,p) denotes 0 <
lim infn,p→∞ |un,p/vn,p| ≤ lim supn,p→∞ |un,p/vn,p| <∞; un,p ' vn,p denotes

limn,p→∞ un,p/vn,p = 1. Moreover,
P−→ and

D−→ represent the convergence in
probability and distribution respectively. For p-dimensional random vector
x with mean µ and ∀j1, . . . , jt ∈ {1, . . . , p}, we write the central moment as

Πj1,...,jt = E[(xj1 − µj1) . . . (xjt − µjt)].(2.2)

2.1. Asymptotically Independent U-Statistics. For testing (2.1), the set
of parameters that we are interested in is E = {σj1,j2 : 1 ≤ j1 6= j2 ≤ p}.
Following the previous analysis of (1.1), since σj1,j2 has a simple unbiased
estimator xi1,j1xi1,j2 − xi1,j1xi2,j2 with 1 ≤ i1 6= i2 ≤ n, then for integers
a ≥ 1, an unbiased U-statistic of ‖E‖aa =

∑
1≤j1 6=j2≤p σ

a
j1,j2

is

U(a) = (Pn2a)
−1

∑
1≤j1 6=j2≤p

∑
1≤i1 6=... 6=i2a≤n

a∏
k=1

(xi2k−1,j1xi2k−1,j2 − xi2k−1,j1xi2k,j2).
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This is equivalent to

U(a) =
∑

1≤j1 6=j2≤p

a∑
c=0

(−1)c
(
a

c

)
1

Pna+c

∑
1≤i1 6=... 6=ia+c≤n

(2.3)

a−c∏
k=1

(xik,j1xik,j2)

a∏
s=a−c+1

xis,j1

a+c∏
t=a+1

xit,j2 .

Remark 2.1. The U-statistics can be constructed by another method
equivalently. Given 1 ≤ j1 6= j2 ≤ p, define ϕj1,j2 = σj1,j2 + µj1µj2. Then

∑
1≤j1 6=j2≤p

σaj1,j2 =
∑

1≤j1 6=j2≤p

a∑
c=0

(
a

c

)
ϕa−cj1,j2

× (−µj1µj2)c,(2.4)

which is a polynomial function of the moments µj and ϕj1,j2. Since µj and
ϕj1,j2 have unbiased estimators xi,j and xi,j1xi,j2 respectively, then for 1 ≤
i1 6= . . . 6= ia+c ≤ n, E(

∏a−c
k=1 xik,j1xik,j2

∏a
s=a−c+1 xis,j1

∏a+c
t=a+1 xit,j2) =

ϕa−cj1,j2
µcj1µ

c
j2
. Given this and (2.4), the U-statistics (2.3) can be obtained.

Remark 2.2. The summed term with c = 0 in (2.3) is

Ũ(a) := (Pna )−1
∑

1≤i1 6=···6=ia≤n

∑
1≤j1 6=j2≤p

a∏
k=1

(xik,j1xik,j2),(2.5)

which has the same form as the simplified U-statistic for mean zero obser-
vations in Example 2, and is shown to be the leading term of (2.3) in proof.

We next introduce some nice properties of the U-statistics (2.3). The first
one is the following location invariant property.

Proposition 2.1. U(a) constructed as in (2.3) is location invariant;
that is, for any vector ∆ ∈ Rp, the U-statistic constructed based on the
transformed data {xi + ∆ : i = 1, . . . , n} is still U(a).

The following proposition verifies that the constructed U-statistics are
unbiased estimators of ‖E‖aa =

∑
1≤j1 6=j2≤p σ

a
j1,j2

.

Proposition 2.2. For any integer a, E[U(a)] =
∑

1≤j1 6=j2≤p σ
a
j1,j2

. Un-
der H0 in (2.1), E[U(a)] = 0.

We next study the limiting properties of the constructed U-statistics un-
derH0 given the following assumptions on the random vector x = (x1, . . . , xp)

ᵀ.
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Condition 2.1 (Moment assumption). limp→∞max1≤j≤p E(xj−µj)8 <
∞ and limp→∞min1≤j≤p E(xj − µj)2 > 0.

Condition 2.2 (Dependence assumption). For a sequence of random
variables z = {zj : j ≥ 1} and integers a < b, let Zba be the σ-algebra
generated by {zj : j ∈ {a, . . . , b}}. For each s ≥ 1, define the α-mixing
coefficient αz(s) = supt≥1{|P (A ∩ B) − P (A)P (B)| : A ∈ Zt1, B ∈ Z∞t+s}.
We assume that under H0, x is α-mixing with αx(s) ≤Mδs, where δ ∈ (0, 1)
and M > 0 are some constants.

Condition 2.2∗ (Alternative dependence assumption to Condition 2.2).
Following the notation in (2.2), we assume that under H0, for any j1, j2, j3 ∈
{1, . . . , p}, Πj1,j2,j3 = 0; for any j1, j2, j3, j4 ∈ {1, . . . , p}, Πj1,j2,j3,j4 =
κ1(σj1,j2σj3,j4 + σj1,j3σj2,j4 + σj1,j4σj2,j3) for some constant κ1 < ∞; and
for t = 6, 8, and any j1, · · · , jt ∈ {1, . . . , p}, Πj1,··· ,jt = 0 when at least one
of these indexes appears odd times in {j1, · · · , jt}.

Condition 2.1 assumes that the eighth marginal moments of x are uni-
formly bounded from above and the second moments are uniformly bounded
from below, which are true for most light-tailed distributions. Condition 2.2
assumes weak dependence among different xj ’s under H0, since the uncorre-
latedness of xj ’s under H0 may not imply the independence of them, espe-
cially when xj ’s are non-Gaussian. Under H0, Condition 2.2 automatically
holds when x is Gaussian or m-dependent. The mixing-type weak depen-
dence is similarly considered in previous works such as [5, 13, 76] and also
commonly assumed in time series and spatial statistics [26, 64]. Moreover,
the variables in our motivating genome-wide association studies have a local
dependence structure, with their associations often decreasing to zero as the
corresponding physical distances on a chromosome increase. We note that
it suffices to have Condition 2.2 hold up to a permutation of the variables.

Alternatively, we can substitute Condition 2.2 with Condition 2.2∗. Con-
dition 2.2∗ specifies some higher order moments of x and is satisfied when x
follows an elliptical distribution with finite eighth moments and covariance
Σ [see 2, 24, 59, 60]. Conditions 2.2∗ and 2.2 become equivalent when x fol-
lows a multivariate Gaussian distribution. The fourth moment condition is
also assumed in other high-dimensional research [10]. In this work, the eighth
moment condition is needed to establish the asymptotic joint distribution
of different U-statistics.

The following theorem specifies the asymptotic variances of the finite
order U-statistics and their joint limiting distribution. Since the U-statistics
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are degenerate under H0, an analysis different from the asymptotic theory
on non-degenerate U-statistics [e.g., 38] is needed in the proof.

Theorem 2.1. Under H0 in (2.1) and Conditions 2.1 and 2.2 (or 2.2∗),
for U(a)’s defined in (2.3) and any distinct finite (and positive) integers
{a1, . . . , am}, as n, p→∞,[U(a1)

σ(a1)
, . . . ,

U(am)

σ(am)

]ᵀ D−→ N (0, Im),(2.6)

where

σ2(a) := var[U(a)] ' a!

Pna

∑
1≤j1 6=j2≤p; 1≤j3 6=j4≤p

(Πj1,j2,j3,j4)a,(2.7)

with Πj1,j2,j3,j4 defined in (2.2). Note that σ2(a) = Θ(p2n−a).

Theorem 2.1 shows that after normalization, the finite-order U-statistics
have a joint normal limiting distribution with an identity covariance matrix,
which implies that they are asymptotically independent as n, p → ∞. The
nice independence property makes it easy to combine these U-statistics and
apply our proposed adaptive testing later. Moreover, the conclusion holds
on general asymptotic regime for n, p → ∞, without any constraint on the
relationship between n and p. We will also see in Section 4 that similar
results hold generally for some other testing problems.

Remark 2.3. Theorem 2.1 discusses the U-statistics of finite orders,
i.e., the a values do not grow with n, p. When {x1, . . . , xp} are independent,
Theorem 2.1 can be extended when a = O(1) min{logε n, logε p} for some
ε > 0. On the other hand, we will show in Section 2.2 that it is usually
enough to include U(a)’s of finite a. Therefore, we do not pursue the general
case when a grows with n, p in this work.

In the following, we further discuss the maximum-type test statistic U(∞),
which corresponds to the `∞-norm of the parameter vector E = {el : l ∈ L},
that is, ‖E‖∞ = maxl∈L |el|. In the existing literature, there is already some
corresponding established work [43, 9] on the test statistic:

M∗n := max
1≤j1 6=j2≤p

|σ̂j1,j2/
√
σ̂j1,j1 σ̂j2,j2 |,(2.8)

where (σ̂j1,j2)p×p =
∑n

i=1(xi − x̄)(xi − x̄)ᵀ/n and x̄ =
∑n

i=1 xi/n. We will
take U(∞) = M∗n below. The limiting distribution of U(∞) was first studied
in [43] and extended by [9, 55, 67]. Next we restate the result in [9], which
gives the limiting distribution of (2.8) under the following condition.
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Condition 2.3. Consider the random vector x = (x1, . . . , xp)
ᵀ with

mean vector µ = (µ1, . . . , µp)
ᵀ and covariance matrix Σ = diag(σ1,1, . . . , σp,p).

(xj−µj)/
√
σj,j are i.i.d. for j = 1, . . . , p. Furthermore, Eet0(|x1−µ1|/

√
σ1,1)ς <

∞ for some 0 < ς ≤ 2 and t0 > 0.

Theorem 2.2 (Cai and Jiang [9, Theorem 2]). Assume Condition 2.3
and log p = o(nβ), where β = ς/(4 + ς). Then P (n × U(∞)2 + $p ≤ u) →
G(u) = e−(1/

√
8π)e−u/2 , where $p = −4 log p + log log p and G(u) is an ex-

treme value distribution of type I.

Theorems 2.1 and 2.2 give the limiting distributions of U(a) of finite orders
and U(∞) respectively; it is of interest to examine their joint distribution.
The following theorem shows that although U(∞) has limiting distribution
different from U(a), a <∞, they are still asymptotically independent.

Theorem 2.3. Assume that Condition 2.1 is satisfied, Condition 2.3
holds for ς = 2, and log p = o(n1/7). For finite integers {a1, . . . , am}, under
H0, U(a1), . . . ,U(am) and U(∞) are mutually asymptotically independent.
In specific, for any z1, . . . , zm, y ∈ R, as n, p→∞,∣∣∣P(nU(∞)2 +$p ≥ y,

U(a1)

σ(a1)
≤ z1, . . . ,

U(am)

σ(am)
≤ zm

)
− P

(
nU(∞)2 +$p ≥ y

)
×

m∏
r=1

P
(U(ar)

σ(ar)
≤ zr

)∣∣∣→ 0.

Theorem 2.1 suggests that all the finite-order U-statistics are asymptot-
ically independent with each other. Given this, Theorem 2.3 further shows
that the maximum-type test statistic U(∞) is also asymptotically mutually
independent with those finite-order U-statistics. The conclusion shares sim-
ilarity with some classical results on the asymptotic independence between
the sum-of-squares-type and maximum-type statistics. Specifically, for ran-
dom variables w1, . . . , wn, [39, 36] proved the asymptotic independence be-
tween

∑n
i=1w

2
i and maxi=1,...,n |wi| for weakly dependent observations. The

similar independence properties were extensively studied in literature [e.g.
57, 37, 63, 41, 76, 53]. However, there are several differences between ex-
isting literature and the results in this paper. First, we discuss a family of
U-statistics U(a)’s, which takes different a values, and U(2) here correspond-
ing to the sum-of-squares-type statistic is only a special case of general U(a).
Furthermore, we have shown not only the asymptotic independence between
U(a) and U(∞), but also the asymptotic independence among U(a)’s of fi-
nite a values. Second, the constructed U(a)’s are unbiased estimators, which
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are different from the sum-of-squares statistics usually examined in the lit-
erature. Moreover, the x’s are allowed to be dependent and the theoretical
development in the covariance testing involves a two-way dependence struc-
ture, which requires different proof techniques from the existing studies.

Remark 2.4. An alternative way to construct U(∞) is to standard-
ize σ̂j1,j2 by its variance v̂ar(σ̂j1,j2). Specifically, following Cai et al. [10],
we take v̂ar(σ̂j1,j2) = n−1

∑n
i=1{(xi,j1 − x̄j1)(xi,j2 − x̄j2) − σ̂j1,j2}2. Define

M †n = max1≤j1 6=j2≤p |σ̂j1,j2 |/{v̂ar(σ̂j1,j2)}1/2 and we take U(∞) = M †n. Theo-

retically, we prove that Theorem 2.3 still holds with U(∞) = M †n in Supple-
mentary Material Section B.11. Numerically, we provide the simulations in
Supplementary Material Section C.2, which shows that M∗n in (2.8) generally

has higher power than M †n.

To apply hypothesis testing using the asymptotic results in Theorems
2.1 and 2.3, we need to estimate var{U(a)}. In particular, we propose the
following moment estimator of (2.7):

Vu(a) =
2a!

(Pna )2

∑
1≤j1 6=j2≤p

∑
1≤i1 6=... 6=ia≤n

a∏
t=1

(xit,j1 − x̄j1)2(xit,j2 − x̄j2)2.(2.9)

The next result establishes the statistical consistency of Vu(a).

Condition 2.4. For integer a, limp→∞max1≤j≤p E(xj − µj)8a <∞.

Theorem 2.4. Under H0 in (2.1), assume Conditions 2.1, 2.2 and 2.4

hold. Then Vu(a)/var{U(a)} P−→ 1.

Theorem 2.4 implies that the asymptotic results in Theorems 2.1 and 2.3
still hold by replacing var{U(a)} with its estimator Vu(a). Specifically, under

H0, [U(a1)/
√
Vu(a1), . . . ,U(am)/

√
Vu(am)]ᵀ

D−→ N (0, Im) under Conditions
2.1, 2.2 and 2.4. Moreover, Theorem 2.3 implies that {U(a)/

√
Vu(a)}’s are

asymptotically independent with U(∞).

2.2. Power Analysis. In this section, we analyze the asymptotic power
of the U-statistics. The power of U(2) has been studied in the literature. In
particular, [12] studied the hypothesis testing of a high-dimensional covari-
ance matrix with H0 : Σ = Ip. The authors characterized the boundary that
distinguishes the testable region from the non-testable region in terms of the
Frobenius norm ‖Σ− Ip‖F , and showed that the test statistic proposed by
[15, 12], which corresponds to U(2) in this paper, is rate optimal over their
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considered regime. However in practice, U(2) may be not powerful if the
alternative covariance matrix is sparse with a small ‖Σ − Ip‖F . When the
alternative covariance has different sparsity levels, it is of interest to fur-
ther examine which U(a) achieves the best power performance among the
constructed family of U-statistics.

To study the test power, we establish the limiting distributions of U(a)’s
under the alternative hypothesis HA : Σ = ΣA, where the alternative co-
variance matrix ΣA = (σj1,j2)p×p is specified in the following Condition 2.5.
Define JA = {(j1, j2) : σj1,j2 6= 0, 1 ≤ j1 6= j2 ≤ p}, which indicates the
nonzero off-diagonal entries in ΣA. The cardinality of JA, denoted by |JA|,
then represents the sparsity level of ΣA.

Condition 2.5. Assume |JA| = o(p2) and for (j1, j2) ∈ JA, |σj1,j2 | =
Θ(ρ), where ρ =

∑
(j1,j2)∈JA |σj1,j2 |/|JA|.

Here ρ represents the average signal strength of ΣA. In our following power
comparison of two U-statistics U(a) and U(b), we say U(a) is “better” than
U(b), if, under the same test power, U(a) can detect a smaller average sig-
nal strength ρ (please see the specific definition in Criterion 1 on Page 13).
Condition 2.5 specifies a general family of “local” alternatives, which include
banded covariance matrices, block covariance matrices, and sparse covari-
ance matrices whose nonzero entries are randomly located.

Theorem 2.5. Suppose Conditions 2.1, 2.5, and A.1 (an analogous con-
dition to Condition 2.2∗ under HA) in the Supplementary Material hold. For
U(a) in (2.3) and finite integers {a1, . . . , am}, if ρ = O(|JA|−1/atp1/atn−1/2)
for t = 1, . . . ,m, then as n, p→∞,[U(a1)− E[U(a1)]

σ(a1)
, . . . ,

U(am)− E[U(am)]

σ(am)

]ᵀ D−→ N (0, Im),

where for a ∈ {a1, . . . , am}, E[U(a)] =
∑

(j1,j2)∈JA σ
a
j1,j2

and σ2(a) = var[U(a)] '
2a!κa1n

−a∑
1≤j1 6=j2≤p σ

a
j1,j1

σaj2,j2 , which is of order Θ(p2n−a).

Theorem 2.5 shows that for a single U-statistic U(a) of finite order a,

P

(
U(a)√

var[U(a)]
> z1−α

)
→ 1− Φ

(
z1−α −

E[U(a)]√
var[U(a)]

)
,(2.10)

where z1−α is the upper α quantile of N (0, 1) and Φ(·) is the cumulative
distribution function of N (0, 1). By Theorem 2.5, the asymptotic power of
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U(a) of the one-sided test depends on

E[U(a)]√
var[U(a)]

'
∑

(j1,j2)∈JA σ
a
j1,j2

{2a!κa1n
−a∑

1≤j1 6=j2≤p(σj1,j1σj2,j2)a}1/2
.(2.11)

By Theorem 2.5, (2.11) = Θ(|JA|ρap−1na/2). It follows that when E[U(a)]
is of the same order of

√
var[U(a)], i.e., E[U(a)] = O(1)

√
var[U(a)], the

constraint of ρ in Theorem 2.5 is satisfied.
In the following power analysis, we will first compare U(a)’s of finite a and

then compare them with U(∞). As we focus on studying the relationship
between the sparsity level and power, we consider an ideal case where σj1,j2 =
ρ > 0 for (j1, j2) ∈ JA and σj,j = ν2 > 0 for j = 1, . . . , p. Then

(2.11) ' |JA|ρa/(
√

2a!κa1ν
2apn−a/2).(2.12)

We next show how the order of the “best” U-statistics changes when the
sparsity level |JA| varies. To be specific of the meaning of “best”, we com-
pare the ρ values needed by different U-statistics to achieve the same asymp-
totic power. Particularly, we fix E[U(a)]/

√
var[U(a)], i.e., (2.12) to be some

constant M/
√

2 for different a’s and the asymptotic power of each U(a) is
(2.10) = 1 − Φ(z1−α −M/

√
2). Then by (2.12), the ρ value such that U(a)

attains the power above is

ρa =
√
κ1(a!)

1
2a ν2(Mp/|JA|)

1
an−

1
2 .(2.13)

By the definition in (2.13), we compare the power of two U-statistics U(a)
and U(b) with a 6= b following the Criterion 1 below.

Criterion 1. We say U(a) is “better” than U(b) if ρa < ρb.

Given values of n, p, |JA| and M , (2.13) is a function of a. Therefore, to find
the “best” U(a), it suffices to find the order, denoted by a0, that gives the
smallest ρa value in (2.13). We then have the following proposition discussing
the optimality among the U-statistics of finite orders in (2.3).

Proposition 2.3. Given n, p, |JA| and any constant M ∈ (0,+∞), we
consider ρa in (2.13) as a function of integer a, then

(i) when |JA| ≥Mp, the minimum of ρa is achieved at a0 = 1;
(ii) when |JA| < Mp, the minimum of ρa is achieved at some a0, which

increases as Mp/|JA| increases.
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By Proposition 2.3, the order a0 that attains the smallest value of ρa
depends on the value of Mp/|JA| and does not have a closed form solu-
tion. We use numerical plots to demonstrate the relationship between a0

and the sparsity level. Particularly, let |JA| = p2(1−β), where β ∈ (0, 1)
denotes the sparsity level. To have a better visualization, we use g(a) =

log(ρan
1/2κ

−1/2
1 ν−2) = (1/2a) log a! + a−1 log(Mp2β−1) instead of ρa. We

plot g(a) curves in Figure 1 for each β ∈ {0.1, . . . , 0.9} with M = 4 and
p ∈ {100, 10000}. Other values of M and p are also taken, which give similar
patterns to Figure 1 and are not presented.

Fig 1: g(a) versus a with different sparsity level β for p = 100, 10000

Figure 1 shows that the a0 such that g(a) attains the smallest value
increases when the sparsity level β increases. In particular, when the sparsity
level β ≤ 0.3, that is, when |JA| is “very” large and then ΣA is “very” dense,
g(a) has the smallest value at a0 = 1. This is consistent with the conclusion
in Proposition 2.3 (i). When the sparsity level β is between 0.4 and 0.5,
we note that a0 = 2 achieves the minimum of g(a). This shows that when
|JA| is “moderately” large and ΣA is “moderately” dense, U(2) is more
powerful than U(1). When the sparsity level β > 0.5, we find that a0 > 2.
This implies that when |JA| becomes smaller and ΣA becomes sparser, U-
statistics of higher orders are more powerful. Additionally, we note that a0

increases slowly as β increases, which verifies Proposition 2.3 (ii). Moreover,
the curves converge as a increases and the differences of g(a) for large a
values (a ≥ 6) are small. This implies that when selecting the range of
considered orders of U-statistics, it suffices to select an upper bound with
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a = 6 or 8, which gives better or similar ρa values to those larger a’s.
In summary, when |JA| is large, i.e., ΣA is dense, a small a tends to

obtain a smaller lower bound in terms of ρ. But when |JA| decreases, i.e.,
ΣA becomes sparse, a U-statistic of large finite order (or the maximum-type
U-statistic as shown next) tends to obtain a smaller lower bound in ρ. This
observation is consistent with the existing literature [15, 9, 12, 8].

Next, we proceed to examine the power of the maximum-type test statistic
U(∞), and compare it with the U-statistics U(a) of finite a defined in (2.3).
By [9], the rejection region for U(∞) with significance level α is

|U(∞)| ≥ tp := n−1/2
√

4 log p− log log p− log(8π)− 2 log log(1− α)−1.

Note tp ' 2
√

log p/n and under alternative, the power for U(∞) is

P (|U(∞)| ≥ tp).(2.14)

As discussed, we consider the alternatives satisfying Conditions 2.2∗ and 2.5,
σj1,j2 = ρ > 0 for (j1, j2) ∈ JA, and σj,j = ν2 for j = 1, . . . , p. For simplicity,
we assume E(x) = µ and ν2 are given, and focus on the simplified

U(∞) = max
1≤j1<j2≤p

∣∣∣ν−2n−1
∑n

i=1
(xi,j1 − µj1)(xi,j2 − µj2)

∣∣∣.(2.15)

We show in the following proposition when the power of U(∞) asymptoti-
cally converges to 1 or is strictly smaller than 1 under alternative.

Proposition 2.4. Under the considered alternative ΣA above, suppose
maxj=1,...,p Eet0|xj−µj |

ς
< ∞ for some 0 < ς ≤ 2 and t0 > 0, and log p =

o(nβ) with β = ς/(4 + ς). Then for (2.15), when n, p→∞,

(i) there exists a constant c1 > 2 such that if ρ ≥ c1

√
log p/n, (2.14)→ 1;

(ii) there exists another constant 0 < c2 < 2 such that when ρ ≤ c2

√
log p/n,

Condition 2.2∗ holds for κ1 ≤ 1 and |JA| = o(1)p
2(1−c2/2)

2

κ1+m (log p)
1
2
− 1

2(κ1+m)

for some m > 0, we have (2.14) ≤ log(1− α)−1.

Recall that Proposition 2.3 shows that there exists a finite integer a0,
such that ρa0 is the minimum of (2.13), and ρa0 is a lower bound of ρ
value for the finite-order U-statistics to achieve the given asymptotic power.
With Propositions 2.3 and 2.4, we next compare the finite-order U-statistics
defined in (2.3) with the maximum-type test statistic U(∞).

Proposition 2.5. Under the conditions of Theorem 2.5 and Proposition
2.4, for any finite integer a, there exist constants c1 and c2 such that when
p is sufficiently large,
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(i) For any M , when |JA| < c−a1 (a!)
1
2κ

a
2
1 (log p)−

a
2Mp, U(∞) has higher

asymptotic power than U(a).

(ii) When M is big enough and |JA| > c−a2 (a!)
1
2κ

a
2
1 (log p)−

a
2Mp, U(a) has

higher asymptotic power than U(∞).

From Proposition 2.3, we know when Mp/|JA| = O(1), there exists
a finite a0 such that U(a0) is the “best” among all the finite-order U-
statistics; in this case, Proposition 2.5 (ii) further indicates that U(a0)
has higher asymptotic power than U(∞). Specifically, if Mp/|JA| < 1,
a0 = 1, then U(1) is the “best” and its lowest detectable order of ρ is
Θ(p|JA|−1n−1/2). More interestingly, when ΣA is moderately dense or mod-
erately sparse with Mp/|JA| > 1 and bounded, some U-statistic of finite
order a0 > 1 would become the “best”. By Figure 1, the value of a0 in-
creases as ΣA becomes denser. On the other hand, when ΣA is “very” sparse

with |JA| < c−a01 (a0!)
1
2κ

a0
2

1 (log p)−
a0
2 Mp, U(∞) is the “best” and its lowest

detectable order of ρ is Θ(
√

log p/n).

Remark 2.5. The above power comparison results are under the con-
structed family of U-statistics. We note that additional formulation may
further enhance the test power. For instance, [13? ] showed that an adaptive
thresholding in certain `p-type test statistics can achieve high power under
the alternatives with sparse and faint signals. It is of interest to incorporate
the adaptive thresholding into the constructed family of U-statistics, which
is left for future study.

Remark 2.6. The analysis above focuses on the ideal case where the
nonzero off-diagonal entries of ΣA are the same for illustration. When these
entries of ΣA are different, similar analysis still applies by Theorem 2.5
for general covariance matrices. In specific, the asymptotic power of U(a)
depends on the mean variance ratio (2.11) and ρa =

√
κ1n

−1/2(a!)1/2a ×
(M

∑p
j=1 σ

a
j,j/

∑
1≤j1,j2≤p σ

a
j1,j2

)1/a. We can then obtain conclusions simi-
lar to Propositions 2.3–2.5. One interesting case is when ΣA contains both
positive and negative entries; the same analysis applies for even-order U-
statistics, since σaj1,j2’s are all non-negative for even a. On the other hand,
the odd-order U-statistics would have low power, since

∑
1≤j1 6=j2≤p σ

a
j1,j2

could be small due to the cancellation of positive and negative σaj1,j2’s. We
have conducted simulations when the nonzero σj1,j2’s are different in Section
3.1, and the results exhibit consistent patterns as expected.

2.3. Application to Adaptive Testing & Computation.
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Adaptive Testing. Power analysis in Section 2.2 shows that when the spar-
sity level of the alternative changes, the test statistic that achieves the high-
est power could vary. However, since the truth is often unknown in practice,
it is unclear which test statistic should be chosen. Therefore, we develop an
adaptive testing procedure by combining the information from U-statistics of
different orders, which would yield high power against various alternatives.

In particular, we propose to combine the U-statistics through their p-
values, which is widely used in literature [58, 61, 80]. One popular method
is the minimum combination, whose idea is to take the minimum p-value
to approximate the maximum power [61, 80, 76]. Specifically, let Γ be a
candidate set of the orders of U-statistics, which contains both finite values
and∞. We compute p-values pa’s of the U-statistics U(a)’s satisfying a ∈ Γ.
The minimum combination takes the statistic TadpUmin = min{pa : a ∈ Γ}
and has the asymptotic p-value padpUmin = 1 − (1 − TadpUmin)|Γ|, where
|Γ| denotes the size of the candidate set Γ. We reject H0 if padpUmin < α.
Under H0, pa’s are asymptotically independent and uniformly distributed
by the theoretical results in Section 2.1. The type I error is asymptotically
controlled as P (padpUmin < α) = P (mina∈Γ pa < p∗α) → α, where p∗α =
1 − (1 − α)1/|Γ|. Since P (mina∈Γ pa < p∗α) ≥ P (pa < p∗α), the power of the
adaptive test goes to 1 if there exists a ∈ Γ such that the power of U(a)
goes to 1. We note that the power of the adaptive test is not necessarily
higher than that of all the U-statistics. This is because the power of U(a)
is P (pa < α), and is different from P (pa < p∗α) since p∗α < α when |Γ| > 1.
Based on our extensive simulations, we find that the adaptive test is usually
close to or even higher than the maximum power of the U-statistics.

Remark 2.7. Fisher’s method [58] is another popular method for com-

bining independent p-values. It has the test statistic TadpUf = −2
∑|Γ|

k=1 log pk,
which converges to χ2

2|Γ| under H0. By our simulations, the minimum combi-
nation and Fisher’s method are generally comparable, while Fisher’s method
has higher power under several cases. Moreover, we can also use other meth-
ods to combine the p-values, such as higher criticism [18, 19]. We leave the
study of how to efficiently combine the p-values for future research.

We select the candidate set Γ by the power analysis in Section 2.2. We
would recommend including {1, 2, . . . , 6,∞}, which can be powerful against
a wide spectrum of alternatives. In particular, by Propositions 2.3 and 2.5,
we include a = 1, 2 that are powerful against dense signals; a = ∞ that
is powerful against sparse signals; and also a = {3, . . . , 6} for the moder-
ately dense and moderately sparse signals. By Figure 1, it generally suffices
to choose finite a up to 6–8, which often give similar/better performance
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to/than larger a values. The simulations in Section 3.1 confirm the good
performance of this choice of Γ; and the proposed adaptive test appears
to well approximate the “best” performance even when Γ may not always
contain the unknown “optimal” U-statistics.

We would like to mention that the adaptive procedure can be generalized
to other testing problems, as long as similar theoretical properties are given,
such as the examples in Section 4.

Computation. Next we discuss the computation in the adaptive testing. A
direct calculation following the form of U(a) in (2.3) and V(a) in (2.9) would
be computationally expensive for large a with a cost of O(p2n2a). To address
this issue, we introduce a method that can reduce the cost.

We first consider a simplified setting when E(xi,j) = 0 to illustrate the
idea. As discussed in Remark 2.2, we examine Ũ(a) defined in (2.5). Let
L = {(j1, j2) : 1 ≤ j1 6= j2 ≤ p} denote the set of index tuples, and
for each index tuple l = (j1, j2) ∈ L, define si,l = xi,j1xi,j2 . Note that
Ũ(a) = (Pna )−1

∑
l∈L Ul(a), where Ul(a) =

∑
1≤i1 6=···6=ia≤n

∏a
k=1 sik,l. Cal-

culating Ul(a) directly is of order O(na). We then focus on reducing the
computational cost of Ul(a). For l ∈ L and finite integers t1, . . . , tk, define

V
(t1,...,tk)
l =

k∏
r=1

( n∑
i=1

stri,l

)
, U

(t1,··· ,tk)
l =

∑
1≤i1 6=... 6=ik≤n

k∏
r=1

stri1,l.(2.16)

We can see that Ul(a) = U1a
l with 1a being an a-dimensional vector of all

ones, and U
(a)
l = V

(a)
l for any finite integer a. To reduce the computational

cost of Ul(a), the main idea is to obtain U1a
l from V

(t1,...,tk)
l , whose compu-

tational cost is O(n). In particular, Ul(a) can be attained iteratively from

V
(t1,...,tk)
l based on the following equation

U
(k,1r−k)
l = V

(k)
l × U1r−k

l − (r − k)× U (k+1,1r−k−1)
l ,(2.17)

which follows from the definitions. Algorithm 1 below summarizes the steps.
We illustrate the idea of the algorithm by some examples. By definition,

U
(1)
l = V

(1)
l , which can be computed with cost O(n). Next consider in (2.17),

if r = 2 and k = 1, then U
(1,1)
l = V

(1)
l ×U (1)

l − (2−1)×U (2)
l = V

(1)
l ×V (1)

l −
V

(2)
l , which yields U12

l with cost O(n). For U13
l , we first take r = 3 and

k = 2 in (2.17), then with cost O(n), we have U
(2,1)
l = V

(2)
l × U (1)

l − U
(3)
l =

V
(2)
l ×V

(1)
l −V

(3)
l , as V

(k)
l = U

(k)
l by the definition. Given U12

l and U
(2,1)
l , we

obtain U
(1,12)
l = V

(1)
l ×U

12
l −2×U (2,11)

l . Thus U13
l is also computed with cost
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Data: si,l (1 ≤ i ≤ n, l ∈ L).
Result: Ũ(a).
for l ∈ L do

Compute and store V
(k)
l = U

(k)
l =

∑n
i=1 s

k
i,l, (k = 1, · · · , a) during the

algorithm;

U11
l = V

(1)
l , U12

l = U11
l V

(1)
l − U (2)

l ;
while 3 ≤ r ≤ a do

Tl = U
(r)
l

for k ← r − 1 to 1 do

Tl = V
(k)
l × U1r−k

l − (r − k)× Tl
end

U1r
l = Tl

end

end

Ũ(a) = (Pna )−1 ∑
l∈L U

1a
l

Algorithm 1: Iterative Computation Implementation

O(n). Iteratively, for any finite integer a, we can obtain U1a
l from V

(t1,...,tk)
l

whose computational cost is O(n). More closed form formulae representing

U1a
l by V

(t1,...,tk)
l are given in Section C.1.1 of Supplementary Material.

Algorithm 1 reduces the computational cost of Ũ(a) from O(p2na) to
O(p2n). Its idea is general and can be extended to compute other dif-
ferent U-statistics by changing the input si,l. In particular, the variance
estimator V(a) can be computed with cost O(p2n) by specifying si,l =
(xi,j1− x̄j1)2(xi,j2− x̄j2)2, for each l ∈ L = {(j1, j2) : 1 ≤ j1 6= j2 ≤ p}. Then
V(a) = 2a!(Pna )−2

∑
l∈L
∑

1≤i1 6=... 6=ia≤n
∏a
k=1 sik,l and the Algorithm 1 can

be applied. Moreover, when E(xi,j) is unknown, U(a) can still be computed
with cost O(p2n) using the iterative method similar to Algorithm 1. The
details are provided in Section C.1.2 of Supplementary Material.

3. Simulations and Real Data Analysis.

3.1. Simulations. We conduct simulation studies to evaluate the per-
formance of the proposed adaptive testing procedures, and investigate the
relationship between the power and sparsity levels. For one-sample covari-
ance testing discussed in Section 2, we generate n i.i.d. p-dimensional xi for
i = 1, . . . , n, and consider the following five simulation settings.

Setting 1: xi has p i.i.d. entries of N (0, 1) and Gamma(2, 0.5) respectively.
Under each case, we take n = 100 and p ∈ {50, 100, 200, 400, 600, 800, 1000}
to verify the theoretical results under H0 and the validity of the adaptive
test across different n and p combinations.
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For the following settings 2–5, we generate xi from multivariate Gaussian
distributions with mean zero and different covariance matrices ΣA’s.

Setting 2: ΣA = (1 − ρ)Ip + ρ1p,k01
ᵀ
p,k0

, where 1p,k0 is a p-dimensional
vector with the first k0 elements one and the rest zero. We take (n, p) ∈
{(100, 300), (100, 600), (100, 1000)}, and study the power with respect to dif-
ferent signal sizes ρ and sparsity levels k0.

Setting 3: The diagonal elements of ΣA are all one and |JA| number
of off-diagonal elements are ρ with random positions. We take (n, p) ∈
{(100, 600), (100, 1000)} and let the signal size ρ and sparsity level |JA| vary
to examine how the power changes accordingly.

Setting 4: The diagonal elements of ΣA are all one and |JA| number
of off-diagonal elements are uniformly generated from (0, 2ρ) with random
positions. We take (n, p) = (100, 1000) and similarly let the signal size ρ and
sparsity level |JA| vary to examine how the power changes accordingly.

Setting 5: We consider the multivariate models in [15]. Specifically, for
each i = 1, . . . , n, xi = Ξzi + µ, where Ξ is a matrix of dimension p ×m,
and zi’s are i.i.d. Gaussian or Gamma random vectors. Under null hypoth-
esis, m = p, Ξ = Ip µ = 21p; under alternative hypothesis, m = p+ 1, Ξ =
(
√

1− ρIp,
√

2ρ1p), µ = 2(
√

1− ρ+
√

2ρ)1p. We also take the n and p combi-
nation in [15] with (n, p) ∈ {(40, 159), (40, 331), (80, 159), (80, 331), (80, 642)}.

We compare several methods in the literature, including both maximum-
type and sum-of-squares-type tests. In particular, the maximum-type test
statistic in Jiang [43] is taken as U(∞) in this framework. Since the con-
vergence in [43] is known to be slow, we use permutation to approximate
the distribution in the simulations. In addition, we consider some sum-of-
squares-type methods. Specifically, we examine the identity and sphericity
tests in Chen et al. [15], which are denoted as “Equal” and “Spher”, respec-
tively. We also compare the methods in Ledoit and Wolf [51] and Schott
[66], which are referred to as “LW” and “Schott”, respectively.

To illustrate, Figure 2 summarizes the numerical results for the setting 3
when n = 100 and p = 1000. All the results are based on 1000 simulations at
the 5% nominal significance level. In Figure 2, we present the power of single
U-statistics with orders in {1, . . . , 6,∞}. “adpUmin” and “adpUf” represent
the results of the adaptive testing procedure using the minimum combina-
tion and Fisher’s method in Section 2.2 respectively. The simulation results
show that the type I error rates of the U-statistics and adaptive test are well
controlled under H0. In addition, Figure 2 exhibits several patterns that are
consistent with the power analysis in Section 2.2. First, it shows that among
the U-statistics, when |JA| is very small, U(∞) performs best; and when
|JA| increases, the performances of some U-statistics of finite orders catch
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up. For instance, when |JA| = 100, U(6) and U(∞) are similar and are better
than the other U-statistics; when |JA| = 400, U(4) and U(5) are similar and
better than the other U-statistics. When ΣA is relatively dense, U(2) and
U(1) become more powerful. Particularly, when |JA| = 1600, U(2) is pow-
erful; when |JA| becomes larger, such as when |JA| = 3200, U(1) is overall
the most powerful. Second, Figure 2 shows that “LW”, “Schott”, “Equal”,
“Spher” and U(2) perform similarly under various cases. In particular, these
methods are not powerful when the alternative is sparse but becomes more
powerful when the alternative gets denser. This is because they are all sum-
of-squares-type statistics that target at dense alternatives. Third and im-
portantly, the two adaptive tests “adpUmin” and “adpUf” maintain high
power across different settings. Specifically, they perform better than most
single U-statistics: their powers are usually close to or even higher than the
best single U-statistic. Moreover, “adpUmin” and “adpUf” generally have
higher power than the compared existing methods. We also note that “ad-
pUf” overall performs better than “adpUmin” in this simulation setting.
In summary, Figure 2 demonstrates the relationship between the sparsity
levels of alternatives and the power of the tests, confirming the theoretical
conclusions in Section 2.2. Notably, the proposed adaptive testing procedure
is powerful against a wide range of alternatives, and thus advantageous in
practice when the true alternative is unknown.

Due to the space limitation, we provide other extensive numerical studies
in Supplementary Material Section C.2. The conclusions are similar to those
of Figure 2, and consistent with the theoretical results in Section 2.2. In
particular, the results show that the empirical sizes of the tests are close
to the nominal level, suggesting the good finite-sample performance of the
asymptotic approximations. Moreover, under highly dense alternatives with
only non-negative entries in the covariance matrix, U(1) is the most powerful
one among the U(a)’s and the other tests in [51, 66, 15], in agreement with
the results in Propositions 2.3 and 2.5. Furthermore, the proposed adaptive
testing procedures often have higher power than most single U-statistics.

3.2. Real Data Analysis. Alzheimer’s disease (AD) is the most prevalent
neurodegenerative disease [65] and is ranked as the sixth leading cause of
death in the US [77]. Every 65 seconds, someone in the US develops AD [1].
To advance our understanding of AD, the Alzheimer’s Disease Neuroimaging
Initiative (ADNI) was started in 2004, collecting extensive genetic data for
both healthy individuals and AD patients. To gain insight into the genetic
mechanisms of AD, one can test a single SNP a time. However, due to a rela-
tively small sample size of the ADNI data, scanning across all SNPs failed to



22 HE ET AL.

●●
●

●●
● ●●●

●
●● ●●● ●

●
●

0.00
0.05

0.25

0.50

0.75

1.00

0.0 0.1 0.2 0.3 0.4 0.5
Magnitude ρ

Po
w

er
Methods

●

●

●

U(1)

U(2)

U(3)

U(4)

U(5)

U(6)

U(∞)

adpUmin

adpUf

Equal

Spher

LW

Schott

|JA| = 10

●
●● ●

●
● ●

●● ●

●

● ●

●

●

0.00
0.05

0.25

0.50

0.75

1.00

0.0 0.1 0.2 0.3 0.4
Magnitude ρ

Po
w

er

Methods
●

●

●

U(1)

U(2)

U(3)

U(4)

U(5)

U(6)

U(∞)

adpUmin

adpUf

Equal

Spher

LW

Schott

|JA| = 100

●●●
●
●
●

●●●
●

●

●

●

●

● ●

●

●

●

●

●

0.00
0.05

0.25

0.50

0.75

1.00

0.0 0.1 0.2 0.3
Magnitude ρ

Po
w

er

Methods
●

●

●

U(1)

U(2)

U(3)

U(4)

U(5)

U(6)

U(∞)

adpUmin

adpUf

Equal

Spher

LW

Schott

|JA| = 400

●●●
●●
●

●●

●

●

●

●

●

●

● ●

●

●

0.00
0.05

0.25

0.50

0.75

1.00

0.00 0.05 0.10 0.15 0.20 0.25
Magnitude ρ

Po
w

er

Methods
●

●

●

U(1)

U(2)

U(3)

U(4)

U(5)

U(6)

U(∞)

adpUmin

adpUf

Equal

Spher

LW

Schott

|JA| = 800

●●●

●●
●

●

●

●

●

●

●

●

●

●

●

●

●

0.00
0.05

0.25

0.50

0.75

1.00

0.00 0.05 0.10 0.15 0.20
Magnitude ρ

Po
w

er

Methods
●

●

●

U(1)

U(2)

U(3)

U(4)

U(5)

U(6)

U(∞)

adpUmin

adpUf

Equal

Spher

LW

Schott

|JA| = 1600

●●●

●

●

●

●

●

●

●

●

●

●

●
●

●

●●

0.00
0.05

0.25

0.50

0.75

1.00

0.00 0.05 0.10 0.15 0.20
Magnitude ρ

Po
w

er

Methods
●

●

●

U(1)

U(2)

U(3)

U(4)

U(5)

U(6)

U(∞)

adpUmin

adpUf

Equal

Spher

LW

Schott

|JA| = 3200

Fig 2: Power comparison.

identify any genome-wide significant SNP (with p-value < 5× 10−8)[48]. To
date, the largest meta-analysis of more than 600,000 individuals identified 29
significant risk loci [42] and can only explain a small proportion of AD vari-
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ance. On the other hand, a group of functionally related genes as annotated
in a biological pathway are often involved in the same disease susceptibility
and progression [33]. Thus, pathway-based analyses, which jointly analyze
a group of SNPs in a biological pathway, have become increasingly popular.
We retrieve a total of 214 pathways from the KEGG database [47] for the
subsequent analysis.

Although pathway-based analyses with KEGG pathways are common in
real studies, formally testing the correlations of the genes in a KEGG path-
way has been largely untouched. Here, we apply our method and other com-
peting methods in [15] to test if all the genes in a pathway have correlated
gene expression levels. Perhaps as expected, all methods reject the null hy-
pothesis for all pathways with highly significant p-values, since the KEGG
pathways are constructed to include only the genes with similar function into
the same pathway [47], while similar function often implies co-expression
(and vice versa). To compare the performance of the different tests, for each
pathway we randomly select 50 subjects and restrict our analysis to path-
ways of at least 50 genes, leading to 103 pathways for the following analysis.
Then we perturb the data by shuffling the gene expression levels of randomly
selected 100(1 − α)% genes in a pathway before applying each test. Figure
3 shows the performance of the tests with two significance cutoffs, where
“U(2)” represents the single U(2) statistic, “adpU” represents our proposed
adaptive testing procedure using the minimum combination with candidate
U-statistics of orders in {1, . . . , 6,∞}, and “Equal” and “Spher” represent
the identity and sphericity tests in [15] respectively. Because all pathways
are highly significant with all samples, we can treat all pathways as the
true positives. Due to the adaptiveness of our proposed testing procedure,
“adpU” identifies more significant pathways than the competing methods
across all the levels of data perturbation (mimicking the varying sparsity
levels of the alternatives).

4. Other High-Dimensional Examples. In this section, we apply
the proposed U-statistics framework to other high-dimensional testing prob-
lems. Similar theoretical results to Section 2 are developed, with detailed
proofs and related simulation studies provided in Supplementary Material.

4.1. Mean Testing. Testing mean vectors is widely used in many statisti-
cal analysis and applications [2, 59]. Under high-dimensional scenarios, e.g.,
in genome-wide studies, dimension of the data is often much larger than the
sample size, so traditional multivariate tests such as Hotelling’s T 2-test ei-
ther cannot be directly applied or have low power [20]. To address this issue,
several new procedures for testing high-dimensional mean vectors have been
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Fig 3: Power comparison of different methods with ADNI data.

proposed [4, 18, 27, 69, 14, 32, 11, 13, 28, 19, 71, 76]. However, many of the
statistics only target at either sparse or dense alternatives, and suffer from
loss of power for other types of alternatives. We next apply the U-statistics
framework to one-sample and two-sample mean testing problems.

One-sample mean testing. We first discuss the one-sample mean vector
testing. Assume that x1, . . . ,xn are n i.i.d. copies of a p-dimensional real-
valued random vector x = (x1, . . . , xp)

ᵀ with mean vector µ = (µ1, . . . , µp)
ᵀ,

covariance matrix Σ = {σj1,j2 : 1 ≤ j1, j2 ≤ p}. We want to conduct the
global test on H0 : µ = µ0 where µ0 = (µ1,0, . . . , µp,0)ᵀ is given.

Similar to previous discussion, the parameter set that we are interested
in is E = {µ1 − µ1,0, . . . , µp − µp,0}. For each j = 1, . . . , p, E(xi,j) = µj , so
Kj(xi) = xi,j−µj,0 is a kernel function, which is a simple unbiased estimator
of the target. Following our construction, the U-statistic for finite a is

U(a) =

p∑
j=1

1

Pna

∑
1≤i1 6=···6=ia≤n

a∏
k=1

(xik,j − µj,0),(4.1)

which targets at ‖E‖aa =
∑p

j=1(µj−µj,0)a, and the U-statistic corresponding

to ‖E‖∞ is U(∞) = max1≤j≤p σ
−1
j,j (x̄j − µ0,j)

2 with x̄j =
∑n

i=1 xi,j/n.
Given the statistics, we have the theoretical results similar to Theorems

2.1–2.3. The following Theorems 4.1–4.2 are established under similar con-
ditions to that of Theorems 2.1–2.3. Due to the limited space, we provide
the conditions and corresponding discussions in Supplementary Material.

Theorem 4.1. Under H0: µ = µ0, assume Condition A.2 in Supple-
mentary Material. Then for any finite integers {a1, . . . , am}, as n, p → ∞,
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[U(a1)/σ(a1), . . . ,U(am)/σ(am)]ᵀ
D−→ N (0, Im), where σ2(a) = var[U(a)] =∑p

i=1

∑p
j=1 a!σai,j/P

n
a with the order of Θ(a!pn−a).

Theorem 4.2. Under H0: µ = µ0, assume Condition A.3 in Supple-
mentary Material. Then ∀u ∈ R, P (nU(∞)−τp ≤ u)→ exp{−π−1/2 exp(−u/2)},
as n, p→∞, where τp = 2 log p− log log p. In addition, for any finite integer
a, {U(a)/σ(a)} and {nU(∞)− τp} are asymptotically independent.

By Theorems 4.1 and 4.2, we obtain the asymptotic independence among
the U-statistics and the corresponding limiting distributions of the U-statistics
under H0. Under the alternative hypothesis, since the power analysis of the
one-sample mean testing is similar to that of the two-sample case, we delay
the power analysis after presenting the asymptotic independence property
of the proposed U-statistics in the two-sample mean testing problem.

Two-sample mean testing. Next we discuss the two-sample mean testing
problem. Suppose we have two groups of p-dimensional observations {xi}nxi=1

and {yi}
ny
i=1, which are i.i.d. copies of two independent random vectors

x = (x1, . . . , xp)
ᵀ and y = (y1, . . . , yp)

ᵀ respectively. Suppose E(x) = µ =
(µ1, . . . , µp)

ᵀ, E(y) = ν = (ν1, . . . , νp)
ᵀ, cov(x) = Σx and cov(y) = Σy. We

write n = nx + ny and assume nx = Θ(ny). For easy illustration, we first
consider Σx = Σy = Σ = {σj1,j2 : 1 ≤ j1, j2 ≤ p}. We will then discuss the
case when Σx 6= Σy, where similar analysis applies.

The two-sample mean testing examines H0 : µ = ν versus HA : µ 6= ν,
then E = (µ1 − ν1, . . . , µp − νp)ᵀ. For 1 ≤ j ≤ p, 1 ≤ k ≤ nx, 1 ≤ s ≤ ny,
Kj(xk,ys) = xk,j − ys,j is a simple unbiased estimator of µj − νj , and thus
we construct U(a) =

∑p
j=1(Pnxa P

ny
a )−1

∑
1≤k1 6=...6=ka≤nx
1≤s1 6=... 6=sa≤ny

∏a
t=1(xkt,j − yst,j),

which is also equivalent to

U(a) =

p∑
j=1

a∑
c=0

(
a

c

)
(−1)a−c

Pnxc P
ny
a−c

∑
1≤k1 6=···6=kc≤nx

1≤s1 6=···6=sa−c≤ny

c∏
t=1

xkt,j

a−c∏
m=1

ysm,j .(4.2)

We can check that (4.2) satisfies E{U(a)} =
∑p

j=1(µj − νj)a, so U(a) is an
unbiased estimator of ‖E‖aa =

∑p
j=1(µj−νj)a. On the other hand, for ‖E‖∞,

following the maximum-type test statistic in Cai et al. [11], we have

U(∞) = max
1≤j≤p

σ−1
j,j (x̄j − ȳj)2,(4.3)

where x̄j =
∑nx

i=1 xi,j/nx, ȳj =
∑ny

i=1 yi,j/ny. We then obtain results similar
to Theorems 2.1, 2.3 and 2.5. As the conditions are similar to those in
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Section 2, we only keep the key conclusions, and the details of conditions
and discussions are given in Supplementary Material Section A.8.

Theorem 4.3. Under Condition A.4 in Supplementary Material, Σx =
Σy and H0 : µ = ν, for any finite integers (a1, . . . , am), as n, p → ∞,

[U(a1)/σ(a1), . . . ,U(am)/σ(am)]ᵀ
D−→ N (0, Im), where σ2(a) ' a!

∑p
j1,j2=1(nx+

ny)
aσaj1,j2/(nxny)

a is of the order Θ(a!pn−a).

Theorem 4.4. Under Condition A.4 in Supplementary Material, Σx =
Σy and H0 : µ = ν, ∀u ∈ R, P (

nxny
nx+ny

U(∞)−τp ≤ u)→ exp{−π−1/2 exp(−u/2)},
as n, p→∞, where τp = 2 log p− log log p. Moreover, {U(a)/σ(a)} of finite
integer a and {nxnyU(∞)/(nx + ny)− τp} are asymptotically independent.

Theorems 4.3 and 4.4 provide the asymptotic properties of finite-order U-
statistics and U(∞) under H0. To analyze the power of U(a)’s, we derive the
asymptotic results of U(a)’s under the alternative hypotheses. We focus on
the two-sample mean testing problem, while one-sample mean testing can be
obtained similarly. Specifically, we consider the alternative EA = {µj − νj =
ρ > 0 for j = 1, . . . , k0;µj − νj = 0 for j = k0 + 1, · · · , p}. We then obtain
similar conclusions to Theorem 2.5.

Theorem 4.5. Assume Condition A.4 in Supplementary Material and
k0 = o(p). For any finite integers {a1, . . . , am}, if ρ in EA satisfies ρ =

O(k
−1/at
0 p1/(2at)n−1/2) for t = 1, . . . ,m, then [U(a1)−E{U(a1)}]/σ(a1), . . . ,

[U(am) − E{U(am)}]/σ(am)]ᵀ
D−→ N (0, Im), as n, p → ∞. Here E[U(a)] =

‖EA‖aa = k0ρ
a and σ2(a) = var{U(a)} ' Va, with Va = a!

∑p
j1,j2=k0+1(nx +

ny)
aσaj1,j2/(nxny)

a of the order Θ(a!pn−a).

Next we compare the power of different U-statistics under alternatives
with different sparsity levels. Theorem 4.5 shows that under the local alterna-
tives, the asymptotic power of U(a) mainly depends on E{U(a)}/

√
var{U(a)}.

Therefore by Theorem 4.5, given constant M > 0, for each U(a), if ρ =

M1/ak
−1/a
0 V

1/(2a)
a , then E{U(a)}/

√
var{U(a)} 'M ; that is, different U(a)’s

have the same power asymptotically. For easy illustration, we consider σj1,j2 =
1 when j1 = j2 ∈ {k0 + 1, . . . , p}, and σj1,j2 = 0 when j1 6= j2 ∈ {k0 +

1, . . . , p}, then M1/ak
−1/a
0 V

1/(2a)
a ' ρa with

ρa := a!
1
2a (M

√
p/k0)

1
a {(nx + ny)/(nxny)}

1
2 .(4.4)

Therefore, similarly to the analysis in Section 2.2, to find the “best” U(a),
it suffices to find the order, denoted by a0, that gives the minimum ρa in
(4.4). We have the following result similar to Proposition 2.3.
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Proposition 4.1. Given any constant M ∈ (0,+∞) and n, p, k0, we
consider ρa in (4.4) as a function of positive integers a, then

(i) when k0 ≥M
√
p, the minimum of ρa is achieved at a0 = 1;

(ii) when k0 < M
√
p, the minimum of ρa is achieved at some a0, which

increases as M
√
p/|JD| increases.

Proposition 4.1 shows that when the sparsity level k0 is large, i.e., Ea is
dense, a small a tends to obtain a smaller lower bound in ρ, and vice versa.
As (4.4) and (2.13) are similar, we have similar patterns to that in Figure
1 when examining the corresponding numerical plots of ρa. In addition, [11]
shows that when ρ = ρ∞ := C1

√
log p/n for a large C1, the power of U(∞)

converges to 1, and
√

log p/n is minimax rate optimal for sparse alternatives;

see also [19]. Thus, if ρ∞ < ρa0 , i.e., k0 < MC−a01

√
pa0!/ loga0/2 p, U(∞) is

the “best” and its lowest detectable order of ρ is Θ(
√

log p/n). On the other
hand, Proposition 4.1 shows that when EA is dense with k0 >

√
Mp, U(1) is

the “best” and its lowest detectable order of ρ is Θ(
√
pk−1

0 n−1/2). Moreover,
for some large M and C2, when EA is “moderately dense” or “moderately
sparse” with C2

√
pa0!/ loga0/2 p < k0 <

√
Mp, U(a0) is the “best” and its

lowest detectable order of ρ is Θ{(√p/k0)
1
a0 n−1/2}, which is of a smaller

order than the optimal detection boundary of the sparse case Θ(
√

log p/n).
More generally, when Σx 6= Σy, similar results to Theorems 4.3 and 4.5

can be obtained. In particular, we have the following corollary.

Corollary 4.1. When Σx 6= Σy, under Condition A.4 in Supplemen-
tary Material, Theorem 4.3 holds with σ2(a) ' a!

∑p
j1,j2=1(σx,j1,j2/nx +

σy,j1,j2/ny)
a and Theorem 4.5 holds with Va = a!

∑p
j1,j2=k0+1(σx,j1,j2/nx +

σy,j1,j2/ny)
a.

Corollary 4.1 shows that the asymptotic power of finite-order U-statistics
depends on E{U(a)}/

√
var{U(a)}. By the construction of finite-order U-

statistics and the proof, we obtain that E{U(a)} = k0ρ
a and var{U(a)} =

Θ(a!pn−a). We then know that for finite-order U-statistics, similar results
to Proposition 4.1 still hold by examining E{U(a)}/

√
var{U(a)}.

The above power analysis shows that the optimal U-statistic varies when
the alternative hypothesis changes. To achieve high power across various
alternatives, we can develop an adaptive test similar to that in Section 2.3.
Specifically, we calculate the p-values of the U-statistics (4.1) and (4.2) fol-
lowing the theoretical results above and the algorithm in Section 2.3. By
combining the p-values as discussed in Section 2.3, the asymptotic power of
the adaptive test goes to 1 if there exists one U(a) whose power goes to 1.
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Remark 4.1. Xu et al. [76] has also discussed the adaptive testing of
two-sample mean that is powerful against various `p-norm-like sums of µ−ν.
But [76] is under the framework of a family of von Mises V-statistics where
V(a) =

∑p
j=1(x̄j − ȳj)a. We note that V(a) is equivalent to

V(a) =

p∑
j=1

a∑
c=0

(−1)a−c
(
a

c

)
(nx

cny
a−c)−1

∑
1≤k1,··· ,kc≤nx

1≤s1,··· ,sa−c≤ny

c∏
t=1

xkt,j

a−c∏
m=1

ysm,j ,

which allows the indexes k’s and s’s to be the same and thus is different
from the U-statistics in (4.2). [76] shows that the constructed V-statistics
are biased estimators of ‖µ − ν‖aa, and V(a) and V(b) are asymptotically
independent if a+ b is odd, but are asymptotically correlated if a+ b is even.
The constructed U-statistics in this work extend the properties of those V-
statistics such that U(a) in (4.2) is an unbiased estimator of ‖µ − ν‖aa,
and all U(a)’s are asymptotically independent with each other. Given these
nice statistical properties, it becomes easier to obtain the joint asymptotic
distribution of the U-statistics, and then apply the adaptive test.

4.2. Two-Sample Covariance Testing. The U-statistics framework can
be applied similarly to testing the equality of two covariance matrices. Sup-
pose {xi}nxi=1 and {yi}

ny
i=1 are i.i.d. copies of two independent random vectors

x = (x1, . . . , xp)
ᵀ and y = (y1, . . . , yp)

ᵀ respectively. Denote E(x) = µ =
(µ1, . . . , µp)

ᵀ, E(y) = ν = (ν1, . . . , νp)
ᵀ; cov(x) = Σx = {σx,j1,j2 : 1 ≤

j1, j2 ≤ p} and cov(y) = Σy = {σy,j1,j2 : 1 ≤ j1, j2 ≤ p}. Consider H0 :
Σx = Σy = Σ = (σj1,j2)p×p. Given 1 ≤ j1, j2 ≤ p, 1 ≤ k1 6= k2 ≤ nx, and
1 ≤ s1 6= s2 ≤ ny, Kj1,j2(xk1 ,xk2 ,ys1 ,ys2) = (xk1,j1xk1,j2 − xk1,j1xk2,j2) −
(ys1,j1ys1,j2 − ys1,j1ys2,j2) is a simple unbiased estimator of σx,j1,j2 − σy,j1,j2 .
Therefore, for a finite positive integer a, we have the U-statistic

U(a) =
∑

1≤j1,j2≤p

1

Pnx2a P
ny
2a

∑
1≤k1,1 6=k1,2 6=...
6=ka,1 6=ka,2≤nx

∑
1≤s1,1 6=s1,2 6=...
6=sa,1 6=sa,2≤ny

(4.5)

a∏
t=1

Kj1,j2(xkt,1 ,xkt,2 ,yst,1 ,yst,2).
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As in Remark 2.1, another formulation of U(a) equivalent to (4.5) is

U(a) =
a∑
c=0

c∑
b1=0

a−c∑
b2=0

(−1)c−b1+b2
∑

1≤j1,j2≤p

∑
1≤i1 6=... 6=
i2c−b1≤nx

∑
1≤w1 6=... 6=

w2(a−c)−b2≤ny

(4.6)

Cnx,ny ,a,c,b1,b2 ×
b1∏
k=1

(xik,j1xik,j2)
c∏

s=b1+1

xis,j1

2c−b1∏
t=c+1

xit,j2

×
b2∏
m=1

(ywm,j1ywm,j2)

a−c∏
l=b2+1

ywl,j1

2(a−c)−b2∏
q=a−c+1

ywq ,j2 ,

where Cnx,ny ,c,b1,b2 = (Pnx2c−b1P
ny
2(a−c)−b2)−1a!/{b1!(c − b1)!b2!(a − c − b2)!},

and (4.6) shall be used in the theoretical developments.
We next present the asymptotic results of the constructed U-statistics

under the null hypothesis. Here we assume the regularity Condition A.5 or
A.6, whose details and discussions are provided in Section A.13.1 of Supple-
mentary Material due to the space limitation. We mention that Condition
A.5 is a mixing-type dependence assumption similar to Condition 2.2, and
Condition A.6 is a moment-type dependence assumption similar to Condi-
tion 2.2∗. Particularly, Condition A.6 extends the moment assumption for
second-order U-statistics in Li and Chen [54] to U-statistics of general orders;
please see the detailed discussions in Section A.13.1.

Theorem 4.6. Under H0 and Condition A.5 or A.6 in Supplementary

Material, for finite integers {a1, . . . , am}, [U(a1)/σ(a1), . . . ,U(am)/σ(am)]ᵀ
D−→

N (0, Im), where for a ∈ {a1, . . . , am},

σ2(a) = var{U(a)}

'
∑

1≤j1,j2,j3,j4≤p
a!
{ 1

nx
(Πx

j1,j2,j3,j4 − σj1,j2σj3,j4) +
1

ny
(Πy

j1,j2,j3,j4
− σj1,j2σj3,j4)

}a
with Πx

j1,j2,j3,j4
= E{

∏4
t=1(x1,jt−µjt)} and Πy

j1,j2,j3,j4
= E{

∏4
t=1(y1,jt−νjt)}.

Theorem 4.6 provides the asymptotic independence and joint normality
of the finite-order U-statistics, which are similar to Theorems 2.1, 4.1 and
4.3. To further study the power of these finite-order U-statistics, we next
consider the alternative hypotheses where Σx 6= Σy. Let J0 be the largest
subset of {1, . . . , p} such that σx,j1,j2 = σy,j1,j2 = σj1,j2 for any j1, j2 ∈ J0.
We then obtain the following theorem under the regularity conditions given
in Section A.14 of Supplementary Material.
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Theorem 4.7. Under Conditions A.7 and A.8 in the Supplementary
Material, for finite integers {a1, . . . , am}, [U(a1) − E{U(a1)}]/σ(a1), . . . ,

[U(am)− E{U(am)}]/σ(am)]ᵀ
D−→ N (0, Im), where

σ2(a) = var{U(a)} ' a!Cκ,a
∑

j1,j2,j3,j4∈J0

σaj1,j2σ
a
j3,j4 ,

and Cκ,a = {(κx − 1)/nx + (κy − 1)/ny}a + 2(κx/nx + κy/ny)
a with κx and

κy given in Condition A.7.

Given the asymptotic results under the alternatives, we next analyze the
power of the finite-order U-statistics. By Theorem 4.7, the asymptotic power
of U(a) depends on E{U(a)}/

√
var{U(a)}. Let JD = {(j1, j2) : σx,j1,j2 6=

σy,j1,j2 , 1 ≤ j1, j2 ≤ p}, then E{U(a)} =
∑

(j1,j2)∈JD(σx,j1,j2 − σy,j1,j2)a.
Similarly to Section 2.2, to study the relationship between the sparsity level
of Σx−Σy and the power of U-statistics, we consider the case where the non-
zero differences between Σx and Σy are the same. Specifically, let σx,j1,j2 −
σy,j1,j2 = ρ for (j1, j2) ∈ JD, and then E{U(a)} = |JD|ρa. Following the
analysis in Section 2.2, we compare the ρ values needed by different U(a)’s
to achieve E{U(a)}/

√
var{U(a)} 'M for a given constant M . In particular,

for given integer a, suppose E{U(a)}/
√

var{U(a)} ' M is achieved when
ρ = ρa. For any a 6= b, we compare U(a) and U(b) following Criterion 1.

We use the following example as an illustration, where Σx and Σy sat-
isfy the conditions of Theorem 4.7. Specifically, we assume that Σx =
(σx,j1,j2)p×p has the diagonal elements σx,j,j = ν2; and the off-diagonal ele-
ments σx,j1,j2 = h|j1−j2| ∈ (0, ν2) with h|j1−j2| = Θ(ν2) when |j1 − j2| ≤ s,
while σx,j1,j2 = 0 when |j1− j2| > s. This covers the moving average covari-
ance structure of order s, and Σx is a banded matrix with bandwidth s. In
addition, we assume the bandwidth s = o(p) and p − |J0| = o(p). By the
definition of J0, the assumption p − |J0| = o(p) implies that a large square
sub-matrix of Σx and Σy are the same. For simplicity, we let nx = ny with
n = nx +ny, and a similar analysis can be applied when nx 6= ny. By Theo-
rem 4.7, var{U(a)} ' (n/2)−aa!{2κa1 +κa2}{pν2a+ 2

∑s
t=1 h

a
t (p− t)}2, where

κ1 = κx+κy and κ2 = κx+κy−2. Therefore we know for given finite integer
a, E{U(a)}/

√
var{U(a)} 'M holds when ρ = ρa defined as

ρa =
(a!)

1
2a
√
κ1ν

(n/2)1/2

(Mp

|JD|

)1/a{
2 +

(κ2

κ1

)a} 1
2a
{

1 + 2

s∑
t=1

(ht
ν2

)a(
1− t

p

)} 1
a
.

We next compare the ρa’s and obtain the following proposition.
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Proposition 4.2. There exists D0 that only depends on the given κx, κy, ν
2, s,

and ht, t = 1, . . . , s, and satisfies D0 = Θ(1/s2) such that

(i) When |JD| ≥Mp/
√
D0, the minimum of ρa is achieved at a0 = 1.

(ii) When |JD| < Mp/
√
D0, the minimum of ρa is achieved at some a0,

which increases as Mp/|JD| increases.

Proposition 4.2 is similar to Propositions 2.3 and 4.1. Following the anal-
ysis in Section 2.2, Proposition 4.2 shows that when the difference Σx−Σy

is “very” dense with |JD| ≥Mp/
√
D0, U(1) is the most powerful U-statistic;

when Σx − Σy becomes sparser as Mp/|JD| decreases, a higher order U-
statistic is more powerful; when the Σx−Σy is “moderately” dense or sparse,
a U-statistic of finite order a0 > 1 would be the most powerful one.

The power analysis above shows that the power of the U-statistics varies
when the alternative changes. To maintain high power across different al-
ternatives, we can develop an adaptive testing procedure similar to that in
Section 2.3. Given the asymptotic independence in Theorem 4.6, an adap-
tive testing procedure using the constructed U(a)’s is valid with the type I
error asymptotically controlled. Also, the adaptive test achieves high power
by combining the U-statistics as discussed in Section 2.3.

We provide simulation studies on two-sample covariance testing in Sup-
plementary Material Section C.3. By the simulations, we first find that the
type I errors of the U statistics and the adaptive test are well controlled
under H0. This verifies the theoretical results in Theorem 4.7. Second, sim-
ilarly to the one-sample covariance testing, we find that generally when the
difference Σx−Σy is sparser, a U-statistic of higher order is more powerful,
and vice versa. Moreover, under moderately sparse/dense alternatives, U(a0)
with a0 > 1 could achieve the highest power. The results are consistent with
Proposition 4.2. Third, we compare the proposed adaptive test with existing
methods in literature including [66, 70, 54, 10], and find that the proposed
adaptive testing procedure maintains high power across various alternatives.

Remark 4.2. Similarly to Section 2, we can let U(∞) be the maximum-
type test statistic in [10], and expect that the result similar to Theorem 2.3
holds under certain regularity conditions. However, as the dependence struc-
ture of two-sample covariance matrices is more complicated than the one-
sample case, it is more challenging to establish the asymptotic joint distribu-
tion of U(∞) and finite-order U-statistics. We leave this interesting problem
for future study, while find in simulations that the performance of U(∞) is
similar to high-order U-statistics U(a)’s.
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4.3. Generalized Linear Model. In this section, we consider the Example
3 of generalized linear models (on Page 4) to show that the proposed frame-
work can be extended to other testing problems. Similarly to the results in
Section 4.1, we show that the constructed U-statistics are asymptotically
independent and normally distributed, and also establish the power analysis
results of the U-statistics. We provide the details in Section A.16 of Sup-
plementary Material. Recently, Wu et al. [74] also discussed the adaptive
testing of generalized linear model. But similarly to [76], [74] is under the
framework of a family of von Mises V-statistics, and thus is different from
the current paper as discussed in Remark 4.1. Moreover, the current work
provides the theoretical power analysis while [74] did not.

5. Discussion. This paper introduces a general U-statistics framework
for applications to high-dimensional adaptive testing. Particularly, we focus
on the examples including testing of means, covariances and regression co-
efficients in generalized linear models. Under the null hypothesis, we prove
that the U-statistics of finite orders have asymptotic joint normality, and
establish the asymptotic mutual independence among the finite-order U-
statistics and U(∞). Moreover, under alternative hypotheses, we analyze
the power of different U-statistics and demonstrate how the most power-
ful U-statistic changes with the sparsity level of the alternative parameters.
Based on the theoretical results, we propose an adaptive testing procedure,
which is powerful against different alternatives. The superior performance of
this adaptive testing is confirmed in the simulations and real data analysis.

There are several possible extensions of the U-statistics framework in this
paper. First, by our current proof, the convergence rate in Theorem 2.3 is
bounded by O(log−1/2 p), which is an upper bound and not sharp. From
our extensive simulations, we find that the type I error rate of the adaptive
testing is well-controlled with a relatively small p, e.g., p = 50. We might ob-
tain a shaper bound of the convergence rate, but more refined concentration
property of the high-dimensional and high-order U-statistics is needed. Sec-
ond, the proposed framework requires that the elements in the parameter set
E have unbiased estimates. When we can not obtain unbiased estimates eas-
ily, e.g., for the precision matrix, the proposed construction may not follow
directly. Nevertheless we may use “nearly” unbiased estimators to construct
“U-statistics” for hypothesis testing, such as the “nearly” unbiased estima-
tor of the precision matrix proposed in [75]; the main challenge is then to
control the accumulative bias over the parameters under high-dimensions.
Third, this paper discusses the examples where the elements in E are compa-
rable. When the parameters in E are not comparable, such as E containing
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both means and covariances parameters, the construction of U-statistics still
follows but the theoretical derivation may require a careful case-by-case ex-
amination. Fourth, the construction of the U-statistics treats the parameters
in E with equal weight. More generally, we could assign different weights to
different parameter estimators. For instance, standardizing the data is one
example of assigning different weights. As inappropriate weight assignments
could lead to power loss, when the truth is unknown, how to effectively as-
sign weights to maximize the test power is an interesting research question.
We shall discuss these extensions in the future as a significant amount of
additional work is still needed.

In addition to the examples in this paper, the proposed U-statistics frame-
work can be applied to other high-dimensional hypothesis testing problems.
For example, it can be applied to testing the block-diagonality of a covari-
ance matrix, whose theoretical analysis would be similar to the considered
one sample and two sample covariance testing problems. It can also be used
to test high-dimensional regression coefficients in complex regression mod-
els other than the generalized linear models, following a similar construction
based on the score functions. A key step is then to characterize the impact of
nuisance parameters that are estimated under the null hypothesis, and chal-
lenges arise especially when the nuisance parameters are high-dimensional.
Such interesting extensions will be further explored in our follow-up studies.
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SUPPLEMENT TO ”ASYMPTOTICALLY
INDEPENDENT U-STATISTICS IN HIGH
DIMENSIONAL ADAPTIVE TESTING”

We give proofs of the main results and additional simulations in this
supplementary material. For simplicity, we use C to represent some generic
positive constant, which does not change with (n, p) and may represent
different values from place to place.

APPENDIX A: PROOFS AND SUPPLEMENTARY RESULTS

A.1. Proof of Proposition 2.1. To prove U(a) in (2.3) is location
invariant, we examine the equivalent form,

U(a) = (Pn2a)
−1

∑
1≤j1 6=j2≤p

∑
1≤i1 6=... 6=i2a≤n

a∏
k=1

(xi2k−1,j1xi2k−1,j2 − xi2k−1,j1xi2k,j2).

We consider ∆ = (∆1, . . . ,∆p)
ᵀ ∈ Rp, and examine a = 1 first. For each

(j1, j2), since

(xi1,j1 + ∆j1)(xi1,j2 + ∆j2)− (xi1,j1 + ∆j1)(xi2,j2 + ∆j2)

= (xi1,j1xi1,j2 − xi1,j1xi2,j2) + ∆j1(xi1,j2 − xi2,j2),

then it follows that∑
1≤i1 6=i2≤n

[(xi1,j1 + ∆j1)(xi1,j2 + ∆j2)− (xi1,j1 + ∆j1)(xi2,j2 + ∆j2)]

−
∑

1≤i1 6=i2≤n
(xi1,j1xi1,j2 − xi1,j1xi2,j2)

=
∑

1≤i1 6=i2≤n
∆j1(xi1,j2 − xi2,j2) +

n∑
i=1

∆j1(xi,j2 − xi,j2)

= ∆j1

n∑
i1=1

n∑
i2=1

(xi1,j2 − xi2,j2)

= 0.
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That is, U(1) is location invariant. For a = 2, given (j1, j2), following a
similar analysis to U(1), we have

∑
1≤i1 6=... 6=i4≤n

{
[(xi1,j1 + ∆j1)(xi1,j2 + ∆j2)− (xi1,j1 + ∆j1)(xi2,j2 + ∆j2)]

(A.1)

× [(xi3,j1 + ∆j1)(xi3,j2 + ∆j2)− (xi3,j1 + ∆j1)(xi4,j2 + ∆j2)]
}

−
∑

1≤i1 6=... 6=i4≤n

{
(xi1,j1xi1,j2 − xi1,j1xi2,j2)

× [(xi3,j1 + ∆j1)(xi3,j2 + ∆j2)− (xi3,j1 + ∆j1)(xi4,j2 + ∆j2)]
}

= 0.

Similarly, we also have∑
1≤i1 6=... 6=i4≤n

{
(xi1,j1xi1,j2 − xi1,j1xi2,j2)(A.2)

× [(xi3,j1 + ∆j1)(xi3,j2 + ∆j2)− (xi3,j1 + ∆j1)(xi4,j2 + ∆j2)]
}

−
∑

1≤i1 6=... 6=i4≤n
[(xi1,j1xi1,j2 − xi1,j1xi2,j2)(xi3,j1xi3,j2 − xi3,j1xi4,j2)]

= 0.

Combining (A.1) and (A.2), we know U(2) is location invariant. Following
the argument above similarly, by induction, we obtain that U(a) is location
invariant for a general integer a ≥ 3.

A.2. Proof of Theorem 2.1. For the covariance testing example in
Section 2, U(a) is location invariant by Proposition 2.1, and U(∞) is also lo-
cation invariant straightforwardly by its expression in (2.8). Then we assume
without loss of generality that E(x) = 0 in this section. To prove Theorem
2.1, we first derive the variances and the covariances of the U-statistics, and
then prove the asymptotic joint normality of the U-statistics.

In particular, the next Lemma A.1 derives the asymptotic form of variance
σ2(a) in (2.7).

Lemma A.1. Under the conditions of Theorem 2.1, for any finite integer
a, following the notation in (2.2),

σ2(a) =
a!

Pna

∑
1≤j1 6=j2≤p;
1≤j3 6=j4≤p

(Πj1,j2,j3,j4)a{1 + o(1)},
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which is of order Θ(p2n−a). In addition, for Ũ(a) defined in (2.5) and
Ũ∗(a) := U(a)−Ũ(a), we have var{U(a)} = var{Ũ(a)}{1+o(1)}, var{Ũ∗(a)} =

o(1)× var{Ũ(a)}, and Ũ∗(a)/σ(a)
P−→ 0.

Proof. See Section B.1.1 on Page 72.

Moreover, the following Lemma A.2 shows that the covariances between
different U(a)’s asymptotically converge to 0.

Lemma A.2. Under the conditions of Theorem 2.1, for finite integers
a 6= b, cov{U(a)/σ(a),U(b)/σ(b)} → 0, as n, p→∞.

Proof. See Section B.1.2 on Page 86.

Lemmas A.1 and A.2 together establish that the covariance matrix of
[U(a1)/σ(a1), . . . ,U(am)/σ(am)]ᵀ converges to Im asymptotically. To finish
the proof of Theorem 2.1, it remains to show that the joint limiting distri-
bution of the U-statistics is normal.

For finite integers a1, . . . , am, to obtain the joint asymptotic normal-
ity of [U(a1)/σ(a1), . . . ,U(am)/σ(am)]ᵀ, by the Cramér-Wold theorem, it
is equivalent to prove that any fixed linear combination of [U(a1)/σ(a1),
. . . ,U(am)/σ(am)]ᵀ converges to normal. Recall that Lemma A.1 shows that

Ũ∗(a)/σ(a)
P−→ 0 for any finite integer a. Thus by the Slutsky’s theorem,

it suffices to prove that any fixed linear combination of [Ũ(a1)/σ(a1), . . . ,
Ũ(am)/σ(am)]ᵀ converges to normal. To be specific, we show that for con-
stants t1, . . . , tm satisfying

∑m
r=1 t

2
r = 1,

Zn :=
m∑
r=1

trŨ(ar)/σ(ar)
D−→ N (0, 1).(A.3)

To prove (A.3), we apply the martingale central limit theorem in Heyde
and Brown [34] (similar arguments can date back to Bai and Saranadasa
[4]). Let F0 = {∅,Ω}, Fk = σ{x1, · · · ,xk}, and Ek(·) denote the conditional
expectation given Fk for k = 1, · · · , n. Define Dn,k = (Ek − Ek−1)Zn and
π2
n,k = Ek−1(D2

n,k). Note that E0(·) = E(·), and E(Zn) = 0 as E(x) = 0. It
follows that Zn =

∑n
k=1Dn,k. By martingale central limit theorem, to prove

(A.3), it is sufficient to show

n∑
k=1

π2
n,k/var(Zn)

P−→ 1,
n∑
k=1

E(D4
n,k)/var2(Zn)→ 0.(A.4)

Here var(Zn)→
∑m

r=1 t
2
r = 1 by Lemmas A.1 and A.2, and E(

∑n
k=1 π

2
n,k) =

var(Zn) by the following Lemma A.3.
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Lemma A.3. Under the conditions of Theorem 2.1, E(
∑n

k=1 π
2
n,k) =

var(Zn).

Proof. See Section B.1.3 on Page 86.

Therefore to prove (A.4), it suffices to show

var

(
n∑
k=1

π2
n,k

)
→ 0 and

n∑
k=1

E(D4
n,k)→ 0.(A.5)

Note that Dn,k and π2
n,k in (A.5) can be written as Dn,k =

∑m
r=1 trAn,k,ar

and π2
n,k =

∑
1≤r1,r2≤m Ek−1(An,k,ar1An,k,ar2 ), where we define An,k,a =

(Ek−Ek−1){Ũ(a)/σ(a)} for each finite integer a. The following Lemma A.4
gives the explicit form of An,k,a.

Lemma A.4. For finite integer a, when k < a, An,k,a = 0; when k ≥ a,

An,k,a =
a

σ(a)Pna

∑
1≤i1 6=···6=ia−1≤k−1

∑
1≤j1 6=j2≤p

(xk,j1xk,j2)×
a−1∏
t=1

(xit,j1xit,j2).

Proof. See Section B.1.4 on Page 87.

With the form of An,k,a in Lemma A.4, the forms of Dn,k and π2
n,k can

be obtained, and we can prove the next two Lemmas A.5 and A.6, which
suggest that (A.5) holds.

Lemma A.5. Under the conditions of Theorem 2.1, var(
∑n

k=1 π
2
n,k)→ 0.

In particular, under Condition 2.2, var(
∑n

k=1 π
2
n,k) = O(p−1 log3 p); under

Condition 2.2∗, var(
∑n

k=1 π
2
n,k) = O(n−1 + p−2).

Proof. See Section B.1.5 on Page 89.

Lemma A.6. Under the conditions of Theorem 2.1,
∑n

k=1 E(D4
n,k) =

O(1/n).

Proof. See Section B.1.6 on Page 103.

Finally, by Heyde and Brown [34], we have as n, p→∞,

sup
t

∣∣∣P (Zn ≤ t)− Φ(t)
∣∣∣(A.6)

≤ C

{
E

[∑n
k=1 Ek−1(D2

n,k)

var(Zn)
− 1

]2

+

∑n
k=1 E

(
D4
n,k

)
var2(Zn)

}1/5

→ 0,
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which proves (A.3). In summary, Theorem 2.1 is proved.

A.3. Proof of Theorem 2.3. In this section, we first introduce some
notation, and then present the proof.

Notation. For U(a) in (2.3), by the symmetricity of covariance matrix, we
can replace

∑
1≤j1 6=j2≤p by 2×

∑
1≤j1<j2≤p . This implies that the summation

over {(j1, j2) : 1 ≤ j1 6= j2 ≤ p} is equivalent to the summation over
{(j1, j2) : 1 ≤ j1 < j2 ≤ p} up to a constant. Without loss of generality, we
consider j1 < j2 below. We rewrite the index set {(j1, j2) : 1 ≤ j1 < j2 ≤ p}
as

L :=
{

(j1
l , j

2
l ) : 1 ≤ l ≤ q =

(
p

2

)}
,(A.7)

where j1
l = arg min1≤k≤p−1{

∑k
t=1(p− t) ≥ l} and j2

l = l+j1
l −
∑j1l −1

t=1 (p− t).
For each (j1

l , j
2
l ) ∈ L, define

Ual =
∑

1≤i1 6=... 6=ia≤n

a∏
k=1

xik,j1l
xik,j2l

.(A.8)

Then Ũ(a) = 2(Pna )−1
∑q

l=1 U
a
l following the definition in (2.5). Further-

more, we define

G̃l =

n∑
i=1

xi,j1l√
σj1l ,j

1
l

×
xi,j2l√
σj2l ,j

2
l

,(A.9)

Mn = max
1≤l≤q

(G̃l)
2,

Ĝl =

n∑
i=1

xi,j1l√
σj1l ,j

1
l

×
xi,j2l√
σj2l ,j

2
l

1
{∣∣∣ xi,j1l√

σj1l ,j
1
l

×
xi,j2l√
σj2l ,j

2
l

∣∣∣ ≤ τn}
− E

[
n∑
i=1

xi,j1l√
σj1l ,j

1
l

×
xi,j2l√
σj2l ,j

2
l

1
{∣∣∣ xi,j1l√

σj1l ,j
1
l

×
xi,j2l√
σj2l ,j

2
l

∣∣∣ ≤ τn}],
M̂n = max

1≤l≤q
(Ĝl)

2,

where we define σj1l ,j
1
l

= var(xi,j1l
), σj2l ,j

2
l

= var(xi,j2l
), τn = τ log(p+n) with

τ being a sufficiently large positive constant and 1{·} represents an indicator
function. In addition, we define |a|min = min1≤i≤p |ai| for a ∈ Rp, and

yp = 4 log p− log log p+ y.(A.10)
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Proof. Similarly to Section A.2, since U(a) in (2.3) and U(∞) in (2.8) are
location invariant, we assume without loss of generality that E(x) = 0.

To prove Theorem 2.3, we first establish the asymptotic independence
between M̂n/n and Ũ(a)/σ(ar) for r = 1, . . . ,m, and then we show that
nU2(∞) and U(ar) are close to M̂n/n and Ũ(ar), respectively. Specifically,
the following Lemma A.7 shows that M̂n/n and Ũ(ar)/σ(ar)’s are asymp-
totically independent.

Lemma A.7. Under the conditions of Theorem 2.3, when τ > 0 in (A.9)
is a sufficiently large constant,∣∣∣∣∣P(M̂n

n
> yp,

Ũ(a1)

σ(a1)
≤ z1, . . . ,

Ũ(am)

σ(am)
≤ zm

)
− P

(M̂n

n
> yp

) m∏
r=1

P
( Ũ(ar)

σ(ar)
≤ zr

)∣∣∣∣∣→ 0.

Proof. See Section B.2.1 on Page 110.

To show that M̂n/n and nU(∞)2 are close, we use Mn/n defined in (A.9)
as an intermediate variable. We next prove that Mn/n and M̂n/n have
small difference in the sense that the conclusion in Lemma A.7 still holds by
replacing M̂n with Mn. This is formally stated in the following Lemma A.8.

Lemma A.8. Under the conditions of Theorem 2.3,∣∣∣∣∣P(Mn

n
> yp,

Ũ(a1)

σ(a1)
≤ z1, . . . ,

Ũ(am)

σ(am)
≤ zm

)
− P

(Mn

n
> yp

) m∏
r=1

P
( Ũ(ar)

σ(ar)
≤ zr

)∣∣∣∣∣→ 0.

Proof. See Section B.2.5 on Page 130.

Given Lemma A.8, we further prove that Mn/n and Ũ(a)/σ(ar) are close
to nU2(∞) and U(ar), respectively. In particular, by the proof of Theorem

3 in Cai and Jiang [9], we know {n2U2(∞)−Mn}/n
P−→ 0. In addition,

Lemma A.1 proves that {U(ar)−Ũ(ar)}/σ(ar)
P−→ 0. Based on these results

and Lemma A.8, the following Lemma A.9 shows that the conclusion in
Lemma A.8 still holds by replacing Mn/n with nU2(∞) and replacing Ũ(ar)
with U(ar).
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Lemma A.9. Under the conditions of Theorem 2.3,∣∣∣P(nU2(∞) > yp,
U(a1)

σ(a1)
≤ z1, . . . ,

U(am)

σ(am)
≤ zm

)
− P

(
nU2(∞) > yp

) m∏
r=1

P
(U(ar)

σ(ar)
≤ zr

)∣∣∣→ 0.

Proof. See Section B.2.6 on Page 132.

Lemma A.9 then proves Theorem 2.3.

A.4. Proof of Theorem 2.4. As both U(a) and Vu(a) are location
invariant in the sense of Proposition 2.1, we assume E(x) = 0. To prove
Theorem 2.4, we decompose Vu(a) = Vu,1(a) + Vu,2(a), where we define

Vu,1(a) =
2a!

(Pna )2

∑
1≤j1 6=j2≤p

∑
1≤i1 6=... 6=ia≤n

a∏
t=1

x2
it,j1x

2
it,j2 ,

and Vu,2(a) = Vu(a)−Vu,1(a). The next Lemma A.10 shows that Vu,1(a) is
of a larger order than Vu,2(a), and thus it is the leading term in Vu(a).

Lemma A.10. Under the conditions of Theorem 2.4, Vu,1(a)/E{Vu,1(a)} P−→
1 and Vu,2(a)/E{Vu,1(a)} P−→ 0.

Proof. See Section B.3 on Page 134.

Lemma A.10 implies that Vu(a)/E{Vu,1(a)} P−→ 1. As Vu(a) > 0 with

probability 1, E{Vu,1(a)}/Vu(a)
P−→ 1. In addition, note that E{Vu,1(a)} =

2a!(Pna )−1
∑

1≤j1 6=j2≤p{E(x2
1,j1

x2
1,j2

)}a. By (B.20) and (B.29) in Section B.1.1,
we have var{U(a)}/E{Vu,1(a)} → 1. Therefore,

Vu(a)

var{U(a)}
=

Vu(a)

E{Vu,1(a)}
× E{Vu,1(a)}

var{U(a)}
P−→ 1.

A.5. Proof of Theorem 2.5. We first present Condition A.1 in The-
orem 2.5, which is a generalized version of Condition 2.2∗ under HA.

Condition A.1. Following the central moment notation in (2.2), for t ≤
8, we assume that there exists constant κ̃t such that Πj1,...,jt = κ̃tE(

∏t
k=1 zjk),

where 1 ≤ j1, . . . , jt ≤ p and (z1, . . . , zp)
ᵀ ∼ N (0,ΣA).
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Condition A.1 generalizes Condition 2.2∗ to the alternative setting. Similarly
to Condition 2.2∗, Condition A.1 is satisfied when x follows an elliptical
distribution with certain moment conditions [see 24? ]. To be consistent
with the notation in Condition 2.2∗, we let κ1 = κ̃4 below.

We next introduce some notation, and then provide the proof.

Notation. For each given j1 ∈ {1, . . . , p}, we define

Jj1 = {(j1, j2) : σj1,j2 6= 0, 1 ≤ j1 6= j2 ≤ p},
Jcj1 = {(j1, j2) : σj1,j2 = 0, 1 ≤ j1 6= j2 ≤ p}.

Then JA = ∪pj1=1Jj1 , and we correspondingly define JcA = ∪pj1=1J
c
j1
, which

is the set difference of {(j1, j2) : 1 ≤ j1 6= j2 ≤ p} and JA. Moreover, we
define F (a, c) = (−1)c

(
a
c

)
/Pna+c, and

K(c, j1, j2) = F (a, c)
∑

1≤i1 6=... 6=ia+c≤n

a−c∏
t=1

(xit,j1xit,j2)
a∏

t=a−c+1

xit,j1

a+c∏
t=a+1

xit,j2 .

We decompose U(a) = TU,a,1,1 + TU,a,1,2 + TU,a,2, where

TU,a,1,1 =
∑

(j1,j2)∈JcA

K(0, j1, j2), TU,a,1,2 =
∑

(j1,j2)∈JcA

a∑
c=1

K(c, j1, j2),(A.11)

TU,a,2 =
∑

(j1,j2)∈JA

a∑
c=0

K(c, j1, j2).

Proof. Similarly to Section A.2, we first derive the variances and the covari-
ances of the U-statistics, and then prove the asymptotic joint normality of
the U-statistics. Particularly, the next Lemma A.11 derives the asymptotic
form of var{U(a)}, and additionally shows that among the three terms in
(A.11), TU,a,1,1 is the leading one.

Lemma A.11. Under the conditions of Theorem 2.5, σ2(a) = var{U(a)} '
var(TU,a,1,1), where

var(TU,a,1,1) ' 2a!κa1n
−a

∑
1≤j1 6=j2≤p

σaj1,j1σ
a
j2,j2 ,

which is Θ(p2n−a). Moreover, var(TU,a,1,2) = o(p2n−a), var(TU,a,2) = o(p2n−a)

and {U(a)− TU,a,1,1}/σ(a)
P−→ 0.

Proof. See Section B.4.1 on Page 137.
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The following Lemma A.12 shows that the covariance between two different
U-statistics asymptotically converges to 0.

Lemma A.12. Under the conditions of Theorem 2.5, for two integers
a 6= b, cov{U(a)/σ(a),U(b)/σ(b)} → 0.

Proof. See Section B.4.2 on Page 148.

To finish the proof, it remains to obtain the joint asymptotic normal-
ity of [U(a1)/σ(a1), . . . ,U(am)/σ(am)]ᵀ. By the Cramér-Wold theorem, it
is equivalent to prove that any fixed linear combination of [U(a1)/σ(a1),
. . . ,U(am)/σ(am)]ᵀ converges to a normal distribution. By Lemma A.11,

{U(a)−TU,a,1,1}/σ(a)
P−→ 0, thus by the Slutsky’s theorem, it suffices to prove

that any fixed linear combination of [TU,a1,1,1/σ(a1), . . . , TU,am,1,1/σ(am)]ᵀ

converges to a normal distribution. Similarly to Section A.2, we redefine Zn
as below with

∑m
r=1 t

2
r = 1, and prove that

Zn :=

m∑
r=1

trTU,ar,1,1/σ(ar)
D−→ N (0, 1).(A.12)

We next prove (A.12) by the martingale central limit theorem, similarly to
Section A.2. In particular, we define Ek(·) in the same way as in Section A.2,
and still define Dn,k = (Ek−Ek−1)Zn and π2

n,k = Ek−1(D2
n,k). It follows that

Dn,k =
∑m

r=1 trAn,k,ar and π2
n,k =

∑
1≤r1,r2≤m tr1tr2Ek−1(An,k,ar1An,k,ar2 ),

where we redefine An,k,ar = (Ek−Ek−1){TU,ar,1,1/σ(ar)}. Note that σj1,j2 =
0 when (j1, j2) ∈ JcA, and TU,a,1,1 is a summation over (j1, j2) ∈ JcA. Thus
the proof of Lemma A.4 in Section B.1.4 applies similarly, and we obtain
the explicit form of An,k,a. Specifically, for each finite integer a, when k < a,
An,k,a = 0; when k ≥ a,

An,k,a =
a

σ(a)Pna

∑
1≤i1 6=···6=ia−1≤k−1

∑
(j1,j2)∈JcA

(xk,j1xk,j2)
a−1∏
t=1

(xit,j1xit,j2).

With the form of An,k,a, we can obtain the explicit forms of Dn,k and π2
n,k.

Then we can prove the following two Lemmas A.13 and A.14, which suggests
that (A.12) holds.

Lemma A.13. Under the conditions of Theorem 2.5, var(
∑n

k=1 π
2
n,k)→

0.

Proof. See Section B.4.3 on Page 148.
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Lemma A.14. Under the conditions of Theorem 2.5 ,
∑n

k=1 E(D4
n,k)→

0.

Proof. See Section B.4.4 on Page 157.

By Lemmas A.13 and A.14, (A.12) holds and thus Theorem 2.5 is proved.

A.6. Proof of Proposition 2.3. Consider the setting when n, p and
|JA| are given and the value of M is fixed as Θ(1). We next examine ρa in
(2.13) as a function of integer a in the following two cases.

(i) |JA| > Mp. When Mp/|JA| < 1, both (Mp/|JA|)1/a and (a!)1/(2a) are
increasing functions of integer a. Thus ρa is an increasing function of a. Since
a ∈ Z+, ρa reaches the minimum value at a = 1.

(ii) |JA| ≤ Mp. Define M̃ = Mp/|JA|, and f(a) = (a!)1/(2a)(M̃)1/a. Note
that ρa and f(a) only differs by a constant. To find the minimum of ρa, it
suffices to examine the minimum of f(a).

In the following, we show that when f(a) starts to not decrease at some
value, it will strictly increase afterwards. Specifically, we prove that f(a +
2)/f(a+ 1) > 1 if f(a+ 1)/f(a) ≥ 1. Note that

f(a+ 1)

f(a)
=
{(a+ 1)!}

1
2(a+1) (M̃)

1
a+1

(a!)
1
2a (M̃)

1
a

=
[{(a+ 1)!}aM̃2a

(a!)a+1M̃2(a+1)

] 1
2a(a+1)

= {d(a)× M̃−2}
1

2a(a+1) ,

where d(a) = (a + 1)a(a!)−1. It follows that f(a + 1)/f(a) > 1 and f(a +
1)/f(a) = 1 are equivalent to d(a) > M̃2 and d(a) = M̃2, respectively. We
next show that d(a) is a strictly increasing function of a. In particular,

d(a+ 1)

d(a)
=

(a+ 2)a+1a!

(a+ 1)a(a+ 1)!
=
(a+ 2

a+ 1

)a+1
> 1.

Therefore we have d(a+1) > M̃2 if d(a) ≥ M̃2; and equivalently this implies
that f(a+ 2)/f(a+ 1) > 1 if f(a+ 1)/f(a) ≥ 1.

Suppose a0 is the first integer such that d(a0) ≥ M̃2, i.e., for any integer
1 ≤ a < a0, d(a) < M̃2. By the analysis above, we know f(a) is decreasing
when a < a0, and f(a) is strictly increasing when a > a0. Thus a0 achieves
the minimum of f(a). Since d(a) is a strictly increasing function of a, we
know a0 < ∞ for fixed M̃ , and a0 increases as M̃ increases. Therefore the
second part of proposition 2.3 is proved.
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A.7. Proof of Proposition 2.4.

Proof. Consider the simplified test statistic given in (2.15). We assume
E(xi,j) = 0 and var(x2

i,j) = 1, ∀j = 1, . . . , p without loss of generality. It is
then equivalent to examine U(∞) = max1≤j1<j2≤p |

∑n
k=1 xk,j1xk,j2/n|. We

next prove (i) and (ii) of Proposition 2.4 in the following Sections A.7.1 and
A.7.2, respectively.

A.7.1. Proof of (i). Under the alternative, we consider n i.i.d. observa-
tions (xk,1, xk,2), satisfying E(xk,1xk,2) = ρ, for k = 1, . . . , n. Then by Con-
dition 2.2∗, var(xk,1xk,2) = E(x2

k,1x
2
k,2) − [E(xk,1xk,2)]2 = κ1(1 + 2ρ2) − ρ2.

The power of U(∞) satisfies that

P (| U(∞) | ≥ tp)(A.13)

= P
(

max
1≤j1<j2≤p

∣∣∣ n∑
k=1

xk,j1xk,j2/n
∣∣∣ ≥ tp)

≥ P
(∣∣∣ n∑
k=1

xk,1xk,2/n
∣∣∣ ≥ tp)

≥ P
( n∑
k=1

xk,1xk,2/n ≥ tp
)

= P

(∑n
k=1(xk,1xk,2 − ρ)
√
n
√

var(xk,1xk,2)
≥

√
n(tp − ρ)√

var(xk,1xk,2)

)
.

We apply the central limit theorem on xk,1xk,2, k = 1, . . . , n, and obtain∑n
k=1(xk,1xk,2 − ρ)
√
n
√

var(xk,1xk,2)

D−→ N (0, 1).

Suppose Z follows a standard Gaussian distribution. As log p→∞, log p/n =
o(1), and by Berry-Esseen Theorem, we have

(A.13) ≥ P

(
Z ≥

√
n(tp − ρ)√

var(xk1xk2)

)
− CE|xk1xk2|3

[var(xk1xk2)]
3
2
√
n

≥ P

(
Z ≥

√
n[n−1/2

√
4 log p− ρ]√

κ1(1 + 2ρ2)− ρ2

)
−
C
√

E|xk1|6E|xk2|6

[var(xk1xk2)]
3
2
√
n

≥ P (Z ≥ C(2− c1)
√

log p)− C√
n

→ 1 + o(1),
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where the second inequality uses tp ≤ n−1/2
√

4 log p when p is sufficiently
large; the third inequality uses ρ ≥ c1

√
log p/n; and the last step of conver-

gence holds when c1 > 2.

A.7.2. Proof of (ii). Recall the notation JA and JcA in Section A.5. Under
the considered alternative, when (j1, j2) ∈ JA, E(xk,j1xk,j2) = ρ; and when
(j3, j4) ∈ JcA, E(xk,j3xk,j4) = 0. We have

P (| U(∞) | ≥ tp)(A.14)

≤
∑

1≤j1<j2≤p
P
(∣∣∣ n∑
k=1

xk,j1xk,j2/n
∣∣∣ ≥ tp)

≤ 1

2

∑
(j1,j2)∈JA

P
(∣∣∣ n∑
k=1

xk,j1xk,j2/n
∣∣∣ ≥ tp)

+
1

2

∑
(j3,j4)∈JcA

P
(∣∣∣ n∑
k=1

xk,j3xk,j4/n
∣∣∣ ≥ tp).

Next we show that under the conditions of Proposition 2.4,

∑
(j1,j2)∈JA

P
(∣∣∣ n∑
k=1

xk,j1xk,j2/n
∣∣∣ ≥ tp)→ 0,(A.15)

and

1

2

∑
(j3,j4)∈JcA

P
(∣∣∣ n∑
k=1

xk,j3xk,j4/n
∣∣∣ ≥ tp) ≤ log(1− α)−1.(A.16)

Proof of (A.15). To prove (A.15), we derive an upper bound of P (|
∑n

k=1 xk,j1xk,j2/n| ≥
tp) for each (j1, j2) ∈ JA by Lemma 6.8 in Cai and Jiang [9]. In the following,
we consider a fixed index pair (j1, j2); and for easy presentation, we write
m0 =

√
var(xk,j1xk,j2) and ξk = (xk,j1xk,j2 − ρ)/m0. When (j1, j2) ∈ JA, we

have E(ξk) = 0, var(ξk) = 1, and by Condition 2.2∗, m2
0 = κ1(1 + 2ρ2)− ρ2.

It follows that

P
( n∑
k=1

xk,j1xk,j2/n ≥ tp
)

= P
(∑n

k=1 ξk√
n log p

≥ yn
)
,

where yn =
√
n/log pm−1

0 (tp−ρ). We next show that yn and ξk, k = 1, . . . , n
satisfy the conditions of Lemma 6.8 in [9]. First note that yn → y = (2 −
c2)m−1

0 , and y > 0 as c2 < 2. We then show that E{exp(t̃0|ξk|ϑ)} < ∞ for



50 HE ET AL.

some t̃0 > 0 and 0 < ϑ ≤ 1. In particular, given ς and t0 in Proposition 2.4,
we take ϑ = ς/2 ∈ (0, 1] and t̃0 = t0(2m0)ϑ/2 > 0. By Lemma B.4,

|xk,j1xk,j2 − ρ|ϑ ≤ (|xk,j1xk,j2 |+ |ρ|)ϑ ≤ |xk,j1xk,j2 |ϑ + |ρ|ϑ

≤
(x2

k,j1
+ x2

k,j2

2

)ϑ
+ |ρ|ϑ ≤ 1

2ϑ
(|xk,j1 |2ϑ + |xk,j2 |2ϑ) + |ρ|ϑ.

It follows that

E exp(t̃0|ξk|ϑ)(A.17)

≤ E exp
[ t̃0

(2m0)ϑ
(|xk,j1 |2ϑ + |xk,j2 |2ϑ) +

t̃0

mϑ
0

|ρ|ϑ
]

= E[exp(2−1t0|xk,j1 |ς)× exp(2−1t0|xk,j2 |ς)]× exp(t02ϑ−1|ρ|ϑ)

≤
√

E[exp(t0|xk,j1 |ς)]× E[exp(t0|xk,j2 |ς)]× exp(t02ϑ−1|ρ|ϑ),

where the last inequality follows from the Hölder’s inequality. By the condi-
tions in Proposition 2.4, we know max(j1,j2)∈JA E(t0|xk,j1 |ς)×E(t0|xk,j2 |ς) <
∞ and ρ ≤ c2

√
log p/n = o(1). Therefore, (A.17) <∞. In summary, yn and

ξk, k = 1, . . . , n satisfy the conditions of Lemma 6.8 in [9].
By Lemma 6.8 in [9], as log p = o(nβ) and β = ϑ/(2 + ϑ) = ς/(4 + ς),

P
(∑n

k=1 ξk√
n log p

≥ yn
)
' p−y

2
n/2(log p)−1/2

√
2πy

.(A.18)

Let z0 = − log(8π)−2 log log(1−α)−1, then we can write tp = n−1/2{4 log p−
log log p+ z0}1/2 and

y2
n =

n

log p
(tp − ρ)2 × 1

var(xk,j1xk,j2)

=
n

log p
(t2p − 2ρtp + ρ2)× 1

var(xk,j1xk,j2)

≥ 1

var(xk,j1xk,j2)
×
{ 1

log p

(
4 log p− log log p+ z0

)
−2c2

√
log p
√

4 log p− log log p+ z0

log p
+
c2

2 log p

log p

}
,
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where the last inequality holds when ρ ≤ c2

√
log p/n and c2 < 2. Then

p−y
2
n/2

= exp(−(log p)y2
n/2)

≤ exp

{
− 1

var(xk,j1xk,j2)

[1

2

(
4 log p− log log p− log(8π)− 2 log log(1− α)−1

)
− c2

√
log p

√
4 log p− log log p+ z0 +

c2
2 log p

2

]}

=
{
p−2
√

log p×
√

8π log(1− α)−1 × p−
c22
2

× exp
(
c2

√
log p

√
4 log p− log log p+ z0

)}1/{var(xk,j1xk,j2 )}
.

By Condition 2.2∗, var(xk,j1xk,j2) = κ1 + (2κ1− 1)ρ2; and as ρ = o(1), there
exists a constant m > 0 such that var(xk,j1xk,j2) ≤ κ1 +m. Thus

p−y
2
n/2(log p)−1/2

≤ (log p)−1/2
{
p−2
√

log p×
√

8π(log(1− α)−1)p−
c22
2

× exp
(
c2

√
log p

√
4 log p− log log p+ z0

)}1/{var(xk1xk2)}

≤ (log p)−1/2
[√

8π log(1− α)−1
√

log p× p−2− c
2
2
2

+2c2
]1/(κ1+m)

.

Recall that y = (2− c2)[var(xk,j1xk,j2)]−1/2. Then by (A.18),

1

2

∑
(j1,j2)∈JA

P
( n∑
k=1

xk,j1xk,j2/n ≥ tp
)

(A.19)

=
1

2

∑
(j1,j2)∈JA

P
(∑n

k=1 ξk√
n log p

≥ yn
)

≤ |JA|
2

(log p)−1/2

y
√

2π

(√
8π log(1− α)−1

√
log p× p−2− c

2
2
2

+2c2
) 1
κ1+m

= Cα exp

(
2 log

[
p
− (1−c2+c

2
2/4)

(κ1+m)

{√
|JA|(log p)

1
4(κ1+m)

− 1
4

}])
,

where Cα = 1
2y
√

2π
[
√

8π log(1− α)−1]1/(κ1+m). Thus, (A.19)→ 0 when

p
− (1−c2/2)

2

κ1+m
√
|JA|(log p)

1
4(κ1+m)

− 1
4 → 0.
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Similarly, we have∑
(j1,j2)∈JA

P
(∑n

k=1 xk,j1xk,j2
n

≤ −tp
)

(A.20)

=
∑

(j1,j2)∈JA

P
(∑n

k=1(−xk,j1xk,j2 + ρ)

n
√

var(xk,j1xk,j2)
≥ tp + ρ√

var(xk,j1xk,j2)

)
,

and (A.20) → 0 following the similar arguments as above. In summary,

(A.15) holds when JA = o(1)p
2(1−c2/2)

2

κ1+m (log p)
1
2
− 1

2(κ1+m) for some m > 0.

Proof of (A.16). Similarly to Section A.7.2, we derive an upper bound of
P (
∑n

k=1 xk,j3xk,j4/n ≥ tp) for each (j3, j4) ∈ JcA by Lemma 6.8 in [9]. In the
following, we consider a fixed index pair (j3, j4); and for easy presentation, we
write ξ̃k = xk,j3xk,j4/

√
κ1, k = 1, . . . , n. When (j3, j4) ∈ JcA, E(xk,j3xk,j4) =

0 and var(xk,j3xk,j4) = E{(xk,j3xk,j4)2} = κ1, then we have E(ξ̃k) = 0 and
var(ξ̃k) = 1. To prove (A.16), we write

P
( n∑
k=1

xk,j3xk,j4/n ≥ tp
)

= P
(∑n

k=1 ξ̃k√
n log p

≥ ỹn
)
,

where ỹn =
√
n/log p × tp/

√
κ1 → ỹ = 2/

√
κ1. Similarly to Section A.7.2,

we know ỹn and ξ̃k, k = 1, . . . , n also satisfy the conditions of Lemma 6.8 in
[9]. Thus by Lemma 6.8 in [9], for z0 = − log(8π) − 2 log log(1 − α)−1 and
tp = n−1/2

√
4 log p− log log p+ z0,

P
(∑n

k=1 ξ̃k√
n log p

≥ ỹn
)

' p−ỹ
2
n/2(log p)−1/2

√
2πỹ

= p−2/κ1(log p)1/(2κ1)−1/2 exp(−z0/(2κ1))√
2πỹ

≤ (8π)1/(2κ1)

√
κ1

2
√

2π
p−2/κ1(log p)1/(2κ1)−1/2{log(1− α)−1}1/κ1 .

Then for κ1 ≤ 1 and a small α > 0,

1

2

∑
(j1,j2)∈JcA

P
( n∑
k=1

xk,j3xk,j4/n ≥ tp
)

(A.21)

≤ 1

2

p(p− 1)− |JA|
p2/κ1(log p)−1/(2κ1)+1/2

(8π)1/(2κ1)

√
κ1

2
√

2π
{log(1− α)−1}1/κ1 ,
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which attains the maximum order at κ1 = 1, when κ1 ≤ 1 and n, p → ∞.
Therefore asymptotically, (A.21) ≤ 2−1 log(1−α)−1. By similar arguments,
we know when n, p→∞,

1

2

∑
(j3,j4)∈JcA

P
( n∑
k=1

xk,j3xk,j4/n ≤ −tp
)
≤ 1

2
log(1− α)−1.

In summary, we have (A.16) holds.
Combining (A.15) and (A.16), we obtain (A.14) ≤ log(1− α)−1.

A.8. Conditions of Theorems 4.1–4.5. The conditions of Theorem
4.1 are listed in the following Condition A.2.

Condition A.2.

(1) limp→∞max1≤j≤p E(xj−µj)4 <∞; limp→∞min1≤j≤p E(xj−µj)2 > 0.
(2) x is α-mixing with αx(s) ≤ Mδs, where δ ∈ (0, 1) and M > 0 are

some constants. In addition,
∑p

j1,j2=1 σ
a
j1,j2

= Θ(p).

Condition A.2 is similar to Conditions 2.1 and 2.2 of Theorem 2.1. As the
mean is a lower order moment function than the covariance, Condition A.2
(1) is weaker than Condition 2.1 in that only the fourth moments are needed
to be uniformly bounded instead of the eighth moments. Condition A.2 (2)
is a regularization condition of the structure of the covariance matrix.

The conditions of Theorem 4.2 are list in the following Condition A.3.

Condition A.3.

(1) There exists constant B such that B−1 ≤ λmin(Σ) ≤ λmax(Σ) ≤ B,
where λmin(Σ) and λmax(Σ) denote the minimum and maximum eigen-
values of the covariance matrix Σ; and all correlations are bounded
away from −1 and 1, i.e., max1≤j1 6=j2≤p |σj1,j2 |/(σj1,j2σj2,j2)1/2 < 1−η
for some η > 0.

(2) log p = o(n1/4); max1≤j≤p E[exp(h(xj−µj)2)] <∞, for h ∈ [−M1,M1],
where M1 > 0 is some constant.

(3) {(xi,j , i = 1, . . . , n) : 1 ≤ j ≤ p} is α-mixing with αx(s) ≤ Cδs, where
δ ∈ (0, 1) and C > 0 is some constant, and

∑p
j1,j2=1 σ

a
j1,j2

= Θ(p).

In Condition A.3, (1) and (2) are assumed to establish the extreme value
distribution of U(∞), as in Cai et al. [11] and Xu et al. [76]. Furthermore, the
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mixing condition in Condition (3) is used to establish the joint independence
of finite order U-statistics and U(∞), following the argument in Hsing [39].

The conditions of Theorems 4.3–4.5 are listed in the Condition A.4 below.

Condition A.4.

(1) There exists constant B such that B−1 ≤ λmin(Σx) ≤ λmax(Σx) ≤ B,
where λmin(Σx) and λmax(Σx) denote the minimum and maximum
eigenvalues of Σx; and all correlations are bounded away from −1
and 1, i.e., max1≤j1 6=j2≤p |σx,j1,j2 |/(σx,j1,j2σx,j2,j2)1/2 < 1− η for some
η > 0. In addition, we assume the same assumptions hold for Σy.

(2) n, p → ∞, log p = o(1)n1/4 and nx/n → γ ∈ (0, 1). In addition,
max1≤j≤p E[exp(h(xj−µj)2)] <∞ and max1≤j≤p E[exp(h(yj−νj)2)] <
∞, for h ∈ [−M,M ], where M is a positive constant.

(3) {(xi,j , i = 1, . . . , n) : 1 ≤ j ≤ p} and {(yi,j , i = 1, . . . , n) : 1 ≤ j ≤ p}
are α-mixing with αx(s) ≤ Cδsx and αy(s) ≤ Cδsy, where δx, δy ∈
(0, 1) and C is some constant. We also assume

∑p
j1,j2=1{σx,j1,j2/γ +

σy,j1,j2/(1− γ)}a = Θ(p).

Condition A.4 is similar to Condition A.3. They are assumed to establish
both the limiting distributions and asymptotic independence properties of
U(a) and U(∞) for testing two-sample mean.

A.9. Proof of Theorems 4.1 and 4.2.

Proof. Under H0, for U(a) in (4.1), we assume without loss of generality
that µ0 = 0, and then write U(a) =

∑p
j=1(Pna )−1

∑
1≤i1 6=···6=ia≤n

∏a
k=1 xik,j .

We start with the proof of Theorem 4.1. Similarly to Section A.2, we
first derive the variances and the covariances of the U-statistics; and then
prove the asymptotic joint normality of the U-statistics. In particular, for
var{U(a)} in Theorem 4.1, as E{U(a)} = 0 under H0,

var{U(a)} = E{U2(a)} =(Pna )−2
∑

1≤j1≤p,
1≤j2≤p

∑
1≤i1 6=···6=ia≤n,
1≤ĩ1 6=···6=ĩa≤n

E
( a∏
k=1

xik,j1xĩk,j2

)
.

Note that E(
∏a
k=1 xik,j1xĩk,j2) = 0 when {i1, . . . , ia} 6= {̃i1, . . . , ĩa}; and

E(
∏a
k=1 xik,j1xĩk,j2) = σaj1,j2 when {i1, . . . , ia} = {̃i1, . . . , ĩa}. Then

var{U(a)} = (Pna )−1
∑

1≤j1,j2≤p
a!σaj1,j2 .(A.22)
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By Condition A.2,
∑

1≤j1,j2≤p σ
a
j1,j2

= Θ(p). Thus var{U(a)} = Θ(pn−a).
Second, we show that cov{U(a),U(b)} = 0. Note that cov{U(a),U(b)} =

E{U(a)U(b)} under H0, and

E{U(a)U(b)} = (Pna P
n
b )−1

∑
1≤j1≤p,
1≤j2≤p

∑
1≤i1 6=···6=ia≤n,
1≤ĩ1 6=···6=ĩa≤n

E
( a∏
k=1

xik,j1

b∏
t=1

xĩt,j2

)
.

Since a 6= b, {i1, . . . , ia} 6= {̃i1, . . . , ĩb}. Suppose there exists an index i ∈
{i1, . . . , ia} and i 6∈ {̃i1, . . . , ĩb}. Then under H0,

E
( a∏
k=1

xik,j1

b∏
t=1

xĩt,j2

)
= E(xi,j)E(all the remaining terms) = 0.

Therefore, E{U(a)U(b)} = 0.
In summary, the covariance matrix of [U(a1)/σ(a1), . . . ,U(am)/σ(am)]ᵀ

asymptotically converges to Im. To finish the proof of Theorem 4.1, it re-
mains to show that the joint limiting distribution of the U-statistics is nor-
mal. By the Cramér-Wold theorem, it is sufficient to prove that any fixed
linear combination of these U-statistics converges to a normal distribution.
Similarly to Section A.2, we use the martingale central limit theorem [6,
p.476]. Specifically, we redefine Zn as below with

∑m
r=1 t

2
r = 1, and prove

that

Zn :=

m∑
r=1

trU(ar)/σ(ar)
D−→ N (0, 1).(A.23)

With the redefined Zn, we define Ek(·) in the same way as in Section A.2,
and still define Dn,k = (Ek − Ek−1)Zn and π2

n,k = Ek−1(D2
n,k). Similarly

to Section A.2, we have Dn,k = (Ek − Ek−1)Zn =
∑m

r=1 trAn,k,ar , where
we redefine An,k,ar = (Ek − Ek−1){U(ar)/σ(ar)}. In addition, similarly to
Lemma A.4, we obtain that when k < ar, An,k,ar = 0; and when k ≥ ar,

An,k,ar =
ar

σ(ar)Pnar

p∑
j=1

∑
1≤i1 6=···6=iar−1≤k−1

xk,j ×
ar−1∏
t=1

xit,j .

Given the form of An,k,ar , we can obtain the forms of Dn,k and π2
n,k. To

prove (A.12), by the martingale central limit theorem, it suffices to prove
the following Lemma A.15.

Lemma A.15. Under the conditions of Theorem 4.1, var(
∑n

k=1 π
2
n,k)→

0 and
∑n

k=1 E(D4
n,k)→ 0.
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Proof. See Section B.5 on Page 158.

With Lemma A.15, the asymptotic joint normality in Theorem 4.1 is ob-
tained by the martingale central limit theorem. For Theorem 4.2, the limiting
distribution of U(∞) follows from Cai et al. [11]. In addition, the asymptotic
independence between U(a)/σ(a) and nU(∞)− τp can be obtained similarly
as the proof of Theorem 4.4. We defer the details to Section A.11.

A.10. Proof of Theorem 4.3. By the following Proposition A.1, we
assume that under H0, µ = ν = 0, without loss of generality.

Proposition A.1. U(a) constructed in (4.2) and (4.3) are location in-
variant; that is, for any vector ∆ ∈ Rp, the U-statistic constructed based on
the transformed data {xi + ∆ : i = 1, . . . , nx} and {yi + ∆ : i = 1, . . . , ny}
is still U(a).

Proposition A.1 can be obtained straightforwardly from the definitions U(a) =∑p
j=1(Pnxa P

ny
a )−1×

∑
1≤k1 6=... 6=ka≤nx;
1≤s1 6=... 6=sa≤ny

∏a
t=1(xkt,j−yst,j) in (4.2), and U(∞) =

max1≤j≤p σ
−1
j,j × (x̄j − ȳj)2 in (4.3). The proof is thus skipped.

The following proof proceeds by deriving the variances, covariances and
asymptotic joint normality of the U-statistics. Particularly, the next Lemma
A.16 derives the asymptotic form of σ2(a) in Theorem 4.3.

Lemma A.16. Under the conditions of Theorem 4.3,

var{U(a)} '
∑

1≤j1,j2≤p
a!
(σx,j1,j2

nx
+
σy,j1,j2
ny

)a
= Θ(pn−a).

When σx,j1,j2 = σy,j1,j2 = σj1,j2 , we have var[U(a)] '
∑p

j1,j2=1 a!(nx +
ny)

aσaj1,j2/(nxny)
a.

Proof. See Section B.6.1 on Page 163.

In addition, the following Lemma A.17 shows that different U(a)’s of finite
a are uncorrelated.

Lemma A.17. Under the conditions of Theorem 4.3, for finite integers
a 6= b, cov{U(a),U(b)} = 0.

Proof. See Section B.6.2 on Page 164.
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We then know cov{U(a1)/σ(a1), . . . ,U(am)/σ(am)} = Im by Lemmas A.16
and A.17. The next Lemma A.18 further proves the asymptotic joint nor-
mality of the U-statistics.

Lemma A.18. Under the conditions of Theorem 4.3, for finite integers

a1, . . . , am, {U(a1)/σ(a1), . . . ,U(am)/σ(am)} D−→ N (0, Im).

Proof. See Section B.6.3 on Page 165.

Combining Lemmas A.16–A.18, we finish the proof of Theorem 4.3.

A.11. Proof of Theorem 4.4. For U(∞) in (4.3), the limiting distri-
bution of U(∞) is established in Cai et al. [11] and [76]. We next prove the
asymptotic independence between U(∞) and U(a) by a similar argument to
that in Hsing [39], see also [76]. In this proof, we reserve the notation P for
the probability measure on which xi,j and yi,j are defined, and the expecta-
tion with respect to P is denoted as E. Define Ũc(a)/σ(a) on the conditional
probability measure P̃ , given the event nxnyU(∞)/(nx + ny)− τp ≤ u such
that

P̃
{
Ũc(a)/σ(a) ≤ u′

}
= P

{
U(a)/σ(a) ≤ u′

∣∣∣ nxny
nx + ny

U(∞) ≤ τp + u
}
.

The expectation with respect to P̃ is denoted by Ẽ. To show the asymptotic
independence, it is sufficient to prove the following Lemma A.19.

Lemma A.19. Under the conditions of Theorem 4.4, Ũc(a)/σ(a)
D−→

N (0, 1) on the conditional measure P̃ .

Proof. See Section B.7 on Page 169.

A.12. Proof of Theorem 4.5. By Proposition A.1, we assume E(y) =
ν = 0, without loss of generality. Then under the considered alternative EA,
E(x) = µ = {µj = ρ : j = 1, . . . , k0;µj = 0 : j = k0 + 1, . . . , p}. Define
ϕj1,j2 = σj1,j2 + µj1µj2 . We have E(xi,j1xi,j2) = ϕj1,j2 , and under ν = 0,
E(yi,j1yi,j2) = σj1,j2 .

Similarly to the proof of Theorem 2.5 in Section A.5, we decompose
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U(a) = Ta,1 + Ta,2, where

Ta,1 =

k0∑
j=1

a∑
c=0

∑
1≤k1 6=···6=kc≤nx,

1≤s1 6=···6=sa−c≤ny

G(a, c)
c∏
t=1

xkt,j

a−c∏
m=1

ysm,j ,(A.24)

Ta,2 =

p∑
j=k0+1

a∑
c=0

∑
1≤k1 6=···6=kc≤nx,

1≤s1 6=···6=sa−c≤ny

G(a, c)
c∏
t=1

xkt,j

a−c∏
m=1

ysm,j ,

with G(a, c) = (−1)a−c
(
a
c

)
(Pnxc P

ny
a−c)

−1. Then E(Ta,1) =
∑k0

j=1(µj − νj)a =
k0ρ

a and E(Ta,2) =
∑p

j=k0+1(µj − νj)a = 0.
To prove Theorem 4.5, we derive the variances, covariances, and asymp-

totic joint normality of the U-statistics. Particularly, the next Lemma A.20
gives the asymptotic form of σ2(a) = var{U(a)}, and shows that Ta,2 is the
leading component.

Lemma A.20. Under the conditions of Theorem 4.5,

var{U(a)} '
∑

k0+1≤j1,j2≤p
a!
(σx,j1,j2

nx
+
σy,j1,j2
ny

)a
.(A.25)

var(Ta,2) = Θ(pn−a) and var(Ta,1) = o(1)var(Ta,2). It follows that {Ta,1 −
E(Ta,1)}/σ(a)

P−→ 0.

Proof. See Section B.8.1 on Page 171.

In addition, the following Lemma A.21 shows that the covariance between
two U-statistics asymptotically converges to 0.

Lemma A.21. Under the conditions of Theorem 4.5, for two finite inte-
gers a 6= b, {σ(a)σ(b)}−1cov{U(a),U(b)} → 0.

Proof. See Section B.8.2 on Page 174.

By the analysis above, we know that the covariance matrix of [{U(a1)−
E[U(a1)]}/σ(a1), . . . , {U(am)−E[U(am)]}/σ(am)]ᵀ asymptotically converges
to Im. To prove Theorem 4.5, it remains to show that the joint limit-
ing distribution of the U-statistics is normal. By the Cramér-Wold theo-
rem, it is equivalent to prove that any fixed linear combination of these
U-statistics converges to a normal distribution. By Lemma A.20 and the
Slutsky’s theorem, it suffices to show that any fixed linear combination of
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[Ta1,2/
√

var(Ta1,2), . . . , Tam,2/
√

var(Tam,2)]ᵀ converges to a normal distribu-
tion for any finite m. Since µj = νj for j ∈ {k0 + 1, . . . , p}, and each Tat,2
is a summation over j ∈ {k0 + 1, . . . , p}, we know the analysis under H0 in
Section A.10 can be applied to Tat,2 similarly. Given k0 = o(p), we know
[Ta1,2/

√
var(Ta1,2), . . . , Tam,2/

√
var(Tam,2)]ᵀ has the joint asymptotic nor-

mality. In summary, Theorem 4.5 is proved.

A.13. Proof of Theorem 4.6. We first provide the details of the con-
ditions of Theorem 4.6 in Section A.13.1 and then prove Theorem 4.6 in
Section A.13.2.

A.13.1. Conditions of Theorem 4.6. Theorem 4.6 can be proved by the
following Condition A.5 or Condition A.6. Note that Conditions A.5 and
A.6 are assumed under H0, where Σx = Σy = Σ = (σj1,j2)p×p.

Condition A.5.

(1) n, p→∞, and nx/n→ γ ∈ (0, 1).
(2) limp→∞max1≤j≤p E(xj − µj)8 < ∞; limp→∞min1≤j≤p E(xj − µj)2 >

0; limp→∞max1≤j≤p E(yj − νj)8 < ∞; and limp→∞min1≤j≤p E(yj −
νj)

2 > 0.
(3) {(xi,j , i = 1, . . . , n) : 1 ≤ j ≤ p} and {(yi,j , i = 1, . . . , n) : 1 ≤ j ≤ p}

are α-mixing with αx(s) ≤ Cδsx and αy(s) ≤ Cδsy, where δx, δy ∈ (0, 1)
and C is some constant.

(4) For any finite integer a,
∑

1≤j1,j2,j3,j4≤p(σj1,j3σj2,j4)a = Θ(p2).

Condition A.5 (2) is similar to Condition 2.1. Condition A.5 (3) assumes
α-mixing on the two samples, which is similar to Condition 2.2. Condition
A.5 (4) is a regularity condition on the covariance structure, and it is natu-
rally satisfied for even a, given Condition A.5 (3).

Alternatively, we introduce another set of conditions similar to Condi-
tion 2.2∗. We define some notation. Suppose (z1, . . . , zp)

ᵀ ∼ N (0,Σ). Given
indexes 1 ≤ j1, . . . , jt ≤ p, define Π0

j1,...,jt
= E(

∏t
k=1 zjk). Moreover, we

define Πx
j1,...,jt

= E{
∏t
k=1(xjk − µjk)} and Πy

j1,...,jt
= E{

∏t
k=1(yjk − νjk)}.

In addition, for given integers a and b, let Ga,b be a collection of tuples
G = (g1, g2, . . . , g4(a+b)−1, g4(a+b)) ∈ {1, . . . , 8}4(a+b), which satisfies that
g2t−1 6= g2t for t = 1, . . . , 2(a + b), and the number of g’s equal to m
is a for m ∈ {1, 2, 3, 4} and is b for m ∈ {5, 6, 7, 8}. For any G ∈ Ga,b,

we define Va,b,G =
∑

1≤j1,...,j8≤p
∏2(a+b)
t=1 σjg2t−1 , jg2t

, and let SG denote the
number of distinct sets among the 2(a + b) number of sets, {g2t−1, g2t},
for t = 1, . . . , 2(a + b), induced by G. Note that generally SG ≥ 4 and
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when SG = 4, by the symmetricity of j indexes, Va,b,G = Va,b,0 where
Va,b,0 :=

∑
1≤j1,...,j8≤p

∑
1≤j1,...,j8≤p σ

a
j1,j2

σaj3,j4σ
b
j5,j6

σbj7,j8 .

Condition A.6.

(1) n, p→∞, and nx/n→ γ ∈ (0, 1).
(2) limp→∞max1≤j≤p E(xj − µj)8 < ∞; limp→∞min1≤j≤p E(xj − µj)2 >

0; limp→∞max1≤j≤p E(yj − νj)8 < ∞; and limp→∞min1≤j≤p E(yj −
νj)

2 > 0.
(3) For t = 3, 4, 6, 8, there exist constants κx,t, κy,t ≥ 1 such that Πx

j1,...,jt
=

κx,tΠ
0
j1,...,jt

and Πy
j1,...,jt

= κy,tΠ
0
j1,...,jt

.
(4) For a, b ∈ {a1, . . . , am}, and any G ∈ Ga,b define above, if SG > 4, we

assume Va,b,G = o(1)Va,b,0.

We note that Condition A.6 (3) and (4) are alternative dependence as-
sumptions to Condition A.5 (3) and (4). Condition A.6 (3) is an extension
from Condition 2.2∗, and is also satisfied when the distributions of x and
y follow elliptical distributions [46]. Condition A.6 (4) implies some weak
dependence structure in covariance matrix Σ. To better illustrate the con-
dition, we consider the case when a = b = 2 as an example. We note that

Va,b,0 =
∑

1≤j1,...,j8≤p
(σj1,j2σj3,j4σj5,j6σj7,j8)2 = {tr(Σ2)}4,

and Va,b,0 = Va,b,G when G = (1, 2, 3, 4, 5, 6, 7, 8, 1, 2, 3, 4, 5, 6, 7, 8) with SG =
4. Moreover, if G = (1, 3, 2, 4, 1, 2, 3, 4, 5, 6, 7, 8, 5, 6, 7, 8) with SG = 6,

Va,b,G =
∑

1≤j1,...,j8≤p
(σj1,j3σj2,j4)(σj1,j2σj3,j4)(σj5,j6σj7,j8)2 = tr(Σ4){tr(Σ2)}2;

if G = (1, 3, 2, 4, 1, 2, 3, 4, 5, 7, 6, 8, 5, 6, 7, 8) with SG = 8,

Va,b,G =
∑

1≤j1,...,j8≤p
(σj1,j3σj2,j4)(σj1,j2σj3,j4)(σj5,j7σj6,j8)(σj5,j6σj7,j8) = {tr(Σ4)}2;

if G = (1, 6, 2, 5, 3, 7, 4, 8, 1, 3, 2, 4, 5, 7, 6, 8) with SG = 8,

Va,b,G =
∑

1≤j1,...,j8≤p
(σj1,j6σj2,j5)(σj3,j7σj4,j8)(σj1,j3σj2,j4)(σj5,j7σj6,j8) = tr(Σ8).

In this case, Condition A.6 (4) is equivalent to tr(Σ4) = o[{tr(Σ2)}2] and
tr(Σ8) = o[{tr(Σ2)}4], which are similarly assumed in [54]. In addition, we
consider another example where the p× p covariance matrix Σ is of banded
structure with bandwidth s and has the nonzero entries being positive con-
stants. It follows that Va,b,0 = Θ(p4s4) and Va,b,G = O(p3s5) when SG > 4.
Therefore, in this example, Condition A.6 (4) is satisfied when s = o(p).
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A.13.2. Proof of Theorem 4.6. Since U(a) is location invariant, we as-
sume E(x) = 0 and E(y) = 0, without loss of generality, in this section. We
decompose U(a) = Ũ(a) + Ũ∗(a), where we redefine

Ũ(a) =
∑

1≤j1,j2≤p

1

Pnxa P
ny
a

∑
1≤i1 6=... 6=ia≤nx;
1≤w1 6=... 6=wa≤ny

a∏
t=1

(xit,j1xit,j2 − ywt,j1ywt,j2),

and Ũ∗(a) = U(a) − Ũ(a). To prove Theorem 4.6, we derive the variances,
covariances, and asymptotic joint normality of the U-statistics. Particularly,
the following Lemma A.22 derives the asymptotic form of var{U(a)}, and
shows that Ũ(a) is the leading term.

Lemma A.22. Under the conditions of Theorem 4.6, var{Ũ∗(a)} = o(1)var{Ũ(a)},
U∗(a)/σ(a)

P−→ 0, and

var{U(a)}

'
∑

1≤j1,j2,j3,j4≤p
a!
{ 1

nx
(Πx

j1,j2,j3,j4 − σj1,j2σj3,j4) +
1

ny
(Πy

j1,j2,j3,j4
− σj1,j2σj3,j4)

}a
.

In particular, under Condition A.5, var{U(a)} = Θ(p2n−a); under Condi-
tion A.6, var{U(a)} = Θ(n−a)

∑
1≤j1,j2,j3,j4≤p(σj1,j3σj2,j4)a.

Proof. See Section B.9.1 on Page 174.

Given Lemma A.22, the next Lemma A.23 shows that the covariance be-
tween two U-statistics asymptotically converges to 0.

Lemma A.23. Under the conditions of Theorem 4.6, for finite integers
a 6= b, cov{U(a)/σ(a),U(b)/σ(b)} → 0 as n, p→∞.

Proof. See Section B.9.2 on Page 180.

To finish the proof, it remains to obtain the joint asymptotic normality
of [U(a1)/σ(a1), . . . ,U(am)/σ(am)]ᵀ for different finite integers a1, . . . , am.
By Cramér-Wold theorem, it is equivalent to prove that any of their fixed
linear combination converges to normal. In addition, by Lemma A.22 and the
Slutsky’s theorem, it suffices to prove that any fixed linear combination of
[Ũ(a1)/σ(a1), . . . , Ũ(am)/σ(am)]ᵀ converges to normal. Specifically, similarly
to Section A.2, we redefine Zn as below with

∑m
r=1 t

2
r = 1, and prove that

Zn :=

m∑
r=1

trŨ(ar)/σ(ar)
D−→ N (0, 1).(A.26)
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We next prove (A.26) following the proof of Theorem 2.1 in Section A.2 and
apply the martingale central limit theorem [6, p.476].

To construct a martingale difference, we write xi = (xi,1, . . . , xi,p)
ᵀ and

yi = (yi,1, . . . , yi,p)
ᵀ; and define a new random vector

Ri = xi for i = 1, 2, . . . , nx; Rnx+j = yj for j = 1, 2, . . . , ny.

We then define F0 = {∅,Ω} and Fk = σ{R1, . . . , Rk} for k = 1, 2, . . . , nx +
ny; and let Ek(·) denote the conditional expectation given Fk for k =
1, · · · , nx + ny. Define Dn,k = (Ek − Ek−1)Zn and π2

n,k = Ek−1(D2
n,k). It

follows that Zn =
∑n

k=1Dn,k as E0(Zn) = E(Zn) = 0. To prove (A.26), by
the martingale central limit theorem, it suffices to prove

n∑
k=1

π2
n,k/var(Zn)

P−→ 1 and
n∑
k=1

E(D4
n,k)/var2(Zn)→ 0.(A.27)

To prove (A.27), we derive the explicit forms of Dn,k and π2
n,k in Section

B.9.3. Similarly to Section A.2, the following Lemma A.24 and Lemma A.25
suggest that (A.27) holds.

Lemma A.24. Under the conditions of Theorem 4.6, var(
∑nx+ny

k=1 π2
n,k)→

0.

Proof. See Section B.9.4 on Page 183.

Lemma A.25. Under the conditions of Theorem 4.6,
∑nx+ny

k=1 E(D4
n,k)→

0.

Proof. See Section B.9.5 on Page 190.

In summary, Theorem 4.6 is proved.

A.14. Proof of Theorem 4.7. In this section, we first provide the
conditions of Theorem 4.7 in Section A.14.1 and then prove Theorem 4.7 in
Section A.14.2.

A.14.1. Conditions. Theorem 4.7 is established under the following Con-
ditions A.7 and A.8, where Condition A.7 is the same as Condition A.6
(1)–(3).

Condition A.7.

(1) n, p→∞, and nx/n→ γ ∈ (0, 1).
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(2) limp→∞max1≤j≤p E(xj − µj)8 < ∞; limp→∞min1≤j≤p E(xj − µj)2 >
0; limp→∞max1≤j≤p E(yj − νj)8 < ∞; and limp→∞min1≤j≤p E(yj −
νj)

2 > 0.
(3) For t = 3, 4, 6, 8, there exist κx,t, κy,t ≥ 1 such that Πx

j1,...,jt
= κx,tΠ

0
j1,...,jt

and Πy
j1,...,jt

= κy,tΠ
0
j1,...,jt

.

To provide Condition A.8, we first define some notation. The difference
between Σx and Σy is defined as Dx,y = Σx −Σy = (Dj1,j2)p×p. Let J0 ⊆
{1, . . . , p} be the largest set such that for any j1, j2 ∈ J0, σx,j1,j2 = σy,j1,j2 .
Define J0,D = {(j1, j2) : j1 or j2 6∈ J0}. Given J0 and a, b ∈ {a1, . . . , am},
we define Va,b,0,0 =

∑
j1,...,j8∈J0(σx,j1,j2σx,j3,j4)a(σx,j5,j6σx,j7,j8)b, which also

equals to
∑

j1,...,j8∈J0(σy,j1,j2σy,j3,j4)a(σy,j5,j6σy,j7,j8)b by the definition of J0.
In addition, for any tuple G = (g1, g2, . . . , g4(a+b)−1, g4(a+b)) ∈ Ga,b specified

in Condition A.6, we define Va,b,G,0 =
∑

j1,...,j8∈J0
∏2(a+b)
t=1 σjg2t−1 , jg2t

. Note
that Va,b,0,0 and Va,b,G,0 are defined similarly to Va,b,0 and Va,b,G in Condition
A.6 by changing the range of j indexes from {1, . . . , p} to J0. Moreover, let
H = {(h1, h2), (h3, h4)} ∈ H, where H includes {(1, 2), (3, 4)}, {(1, 3), (2, 4)}
and {(1, 4), (2, 3)}. For any a ∈ {a1, . . . , am} and given H ∈ H, define

Va,H,x,1 =
∑

(j1,j2),(j3,j4)∈J0,D

|σx,jh1 ,jh2σx,jh3 ,jh4 |
a(A.28)

Va,H,x,2 =
∑

(j1,j2),(j3,j4)∈J0,D

|Djh1 ,jh2
σx,jh3 ,jh4 |

a,

Va,H,D,3 =
∑

(j1,j2),(j3,j4)∈J0,D

|Djh1 ,jh2
Djh3 ,jh4

|a.

Similarly, we also define Va,H,y,1 and Va,H,y,2 by replacing σx’s with σy’s.
We next present Condition A.8 of Theorem 4.7.

Condition A.8. For any a, b ∈ {a1, . . . , am}, G ∈ Ga,b, and H ∈ H,

we assume (A1) Va,b,G,0 = o(1)Va,b,0,0; (A2) Va,H,D,3 = O(n−a)V1/2
a,a,0,0; and

(A3) Va,H,x,t = o(1)V1/2
a,a,0,0, for t = 1, 2.

Equivalently we can also replace (A3) in Condition A.8 by (A3)∗ Va,H,y,t =

o(1)V1/2
a,a,0,0, for t = 1, 2. This is because by Dj1,j2 = σx,j1,j2−σy,j1,j2 and the

Hölder’s inequality, we know (A2) and (A3) induce (A3)∗; and (A2) and
(A3)∗ also induce (A3). Thus it is equivalent to assume (A3) or (A3)∗ in
Condition A.8.

We next discuss Condition A.8. Let ΣC = {σx,j1,j2 : j1, j2 ∈ J0} =
{σy,j1,j2 : j1, j2 ∈ J0}, which is the common submatrix of Σx and Σy
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by the definition of J0. In Condition A.8, (A1) implies some weak de-
pendence structure of ΣC similar to Condition A.6 (4). We consider an
example where Σx has the banded structure with the bandwidth s and
the entries being positive constants. Then (A1) holds if s = o(p). More-

over, under the considered example, V1/2
a,a,0,0 = (

∑
j1,j2∈J0 σ

a
x,j1,j2

)2 ≥ C|J0|4

and Va,H,x,1 ≤ C|J0,D|2 = C2(p − |J0|)4. Then (A3) for t = 1 holds when
p − |J0| = o(p), which implies that the number of entries that are different
in Σx and Σy is o(p2). In addition, (A2) and (A3) for t = 2 are regularity
conditions on the difference matrix Dx,y. For illustration, we consider an
example where Dj1,j2 = ρ > 0 for any (j1, j2) ∈ J0,D, and Σx = Ip. Then

V1/2
a,a,0,0 = |J0|2, Va,H,x,2 ≤ |J0,D|ρap, and Va,H,D,3 ≤ |J0,D|2ρ2a. Under this

example, (A2) and (A3) of t = 2 hold if |J0,D|ρa = O(n−a/2p) and |J0| ' p,
which are similar to the assumption in Theorem 2.5.

A.14.2. Proof. In this section, we prove Theorem 4.7 under Conditions
A.7 and A.8. Recall that we decompose U(a) = Ũ(a) + Ũ∗(a) in Section
A.13. We further decompose Ũ(a) = TD,a,1 + TD,a,2, where

TD,a,1 =
∑

j1,j2∈J0

1

Pnxa P
ny
a

∑
1≤i1 6=... 6=ia≤nx;
1≤w1 6=... 6=wa≤ny

a∏
t=1

(xit,j1xit,j2 − ywt,j1ywt,j2),

TD,a,2 =
∑

(j1,j2)∈J0,D

1

Pnxa P
ny
a

∑
1≤i1 6=... 6=ia≤nx;
1≤w1 6=... 6=wa≤ny

a∏
t=1

(xit,j1xit,j2 − ywt,j1ywt,j2).

It follows that U(a) = TD,a,1 + TD,a,2 + Ũ∗(a). To prove Theorem 4.7, we
derive the variances, covariances and asymptotic joint normality of the U-
statistics. In particular, the next Lemma A.26 derives the asymptotic form
of var{U(a)}, and shows that TD,a,1 is the leading component.

Lemma A.26. Under the conditions of Theorem 4.7,

var{U(a)} '
∑

1≤j1,j2,j3,j4∈J0

a!Cκ,aσ
a
j1,j2σ

a
j3,j4 ,

where Cκ,a = {(κx−1)/nx+(κy−1)/ny}a+2(κx/nx+κy/ny)
a. In addition,

var(TD,a,2) = o(1)var(TD,a,1) and var{Ũ∗(a)} = o(1)var{Ũ(a)}. It follows

that {TD,a,2 − E(TD,a,2)}/σ(a)
P−→ 0 and [Ũ∗(a)− E{Ũ∗(a)}]/σ(a)

P−→ 0.

Proof. See Section B.10.1 on Page 192.
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Lemma A.26 gives that {TD,a,2 − E(TD,a,2)}/σ(a)
P−→ 0 and [Ũ∗(a) −

E{Ũ∗(a)}]/σ(a)
P−→ 0. Thus by the Slutsky’s theorem, to prove Theorem

4.7, it suffices to prove[ TD,a1,1√
var(TD,a1,1)

, . . . ,
TD,am,1√

var(TD,am,1)

]
D−→ N (0, Im).(A.29)

Note that TD,a,1 is a summation over j indexes in J0, and by the definition of
J0, σx,j1,j2 = σy,j1,j2 for any j1, j2 ∈ J0. Therefore the analysis under H0 can
be similarly applied to TD,a,1. Given Condition A.7 and Condition A.8 (A1),
we can obtain (A.29) similarly as in Section A.13.2. In summary, Theorem
4.7 is proved.

A.15. Proof of Proposition 4.2. In this section, we prove Propo-
sition 4.2. Under the considered example, as p − |J0| = o(p), we have∑

j1,j2,j3,j4∈J0 σ
a
x,j1,j2

σax,j3,j4 ' {pν
2a + 2

∑s
t=1 h

a
t (p − t)}2. Then by Lemma

A.26, when nx = ny = n/2,

var{U(a)} ' (n/2)−aa!(2κa1 + κa2)
{
pν2a + 2

s∑
t=1

hat (p− t)
}2
,(A.30)

where κ1 = κx + κy and κ2 = κx + κy − 2.
Recall that ρa is defined to be the value such that when ρ = ρa under the

alternative, E{U(a)}/
√

var{U(a)} 'M for given M . By (A.30), ρa satisfies

|JD|2ρ2a
a = M2(n/2)−aa!(2κa1 + κa2)

{
pν2a + 2

s∑
t=1

hat (p− t)
}2
.

We next obtain

ρa =
(a!)

1
2a
√
κ1ν

(n/2)1/2

(Mp

|JD|

)1/a{
2 +

(κ2

κ1

)a} 1
2a
{

1 + 2
s∑
t=1

(ht
ν2

)a(
1− t

p

)} 1
a
.

Let M̃ = Mp/|JD|, h̃t = ht/ν
2, ν̃ =

√
κ1ν, and κ̃r = κ2/κ1. It follows that

ρa = ν̃(a!)
1
2a (n/2)−1/2(M̃)

1
a (2 + κ̃ar)

1
2a

{
1 + 2

s∑
t=1

h̃at

(
1− t

p

)} 1
a
.

Similarly to Section A.6, we study ρa as a function of integer a and show
that if ρa starts to not decrease at some value, it will increase afterwards.
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Specifically, we show that when ρa+1/ρa ≥ 1, ρa+2/ρa+1 > 1. Note that

ρa+1

ρa
=

[
(a+ 1)!M̃2(2 + κ̃a+1

r )
{

1 + 2
∑s

t=1 h̃
a+1
t

(
1− t

p

)}2

(a!)1+ 1
a M̃2+ 2

a (2 + κ̃ar)
1+ 1

a

{
1 + 2

∑s
t=1 h̃

a
t

(
1− t

p

)}2(1+ 1
a

)

] 1
2(a+1)

= {D(a)M̃−2}
1

2a(a+1) ,

where D(a) = D1(a) × D2(a) × D3(a) with D1(a) = (a + 1)a/a!, D2(a) =
(2 + κ̃a+1

r )a/(2 + κ̃ar)
a+1 and

D3(a) =
{

1 + 2
s∑
t=1

h̃a+1
t

(
1− t

p

)}2a/{
1 + 2

s∑
t=1

h̃at

(
1− t

p

)}2(a+1)
.

It follows that ρa+1/ρa > 1 and ρa+1/ρa = 1 are equivalent to D(a) > M̃2

and D(a) = M̃2, respectively.
We next show that D(a) is a strictly increasing functions of a as D1(a +

1)/D1(a) > 1, D2(a+ 1)/D2(a) ≥ 1 and D3(a+ 1)/D3(a) ≥ 1. Particularly,

D1(a+ 1)

D1(a)
=

(a+ 2)a+1

(a+ 1)!

a!

(a+ 1)a
=
(

1 +
1

a+ 1

)a+1
> 1;

D2(a+ 1)

D2(a)
=

(2 + κ̃a+2
r )a+1

(2 + κ̃a+1
r )a+2

× (2 + κ̃ar)
a+1

(2 + κ̃a+1
r )a

=
{(2 + κ̃a+2

r )(2 + κ̃ar)

(2 + κ̃a+1
r )2

}a+1
≥ 1,

where we use 2κ̃a+1
r ≤ κ̃a+2

r + κ̃ar by the inequality of arithmetic and geo-
metric means; and

D3(a+ 1)

D3(a)
=

[{
1 + 2

∑s
t=1 h̃

a+2
t (1− t

p)
}{

1 + 2
∑s

t=1 h̃
a
t (1− t

p)
}

{
1 + 2

∑s
t=1 h̃

a+1
t (1− t

p)
}2

]4(a+1)

≥ 1,

where we use
∑s

t=1 h̃
a+2
t (1− t/p) +

∑s
t=1 h̃

a
t (1− t/p) ≥ 2

∑s
t=1 h̃

a+1
t (1− t/p)

by the inequality of arithmetic and geometric means and {
∑s

t=1 h̃
a+2
t (1 −

t/p)}{
∑s

t=1 h̃
a
t (1−t/p)} ≥ {

∑s
t=1 h̃

a+1
t (1−t/p)}2 by the Hölder’s inequality.

In summary, D(a + 1)/D(a) > 1, and thus D(a) is a strictly increasing
function of a.

Given the monotonicity of D(a), we know that if D(a) ≥ M̃2, D(a+ 1) >
M̃2; equivalently this implies that if ρa+1 ≥ ρa, ρa+2 > ρa+1. Suppose a0

is the first integer such that D(a0) ≥ M̃2, i.e., for any integer 1 ≤ a < a0,
D(a) < M̃2. By the analysis above, we know ρa is decreasing when a < a0,
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and ρa is strictly increasing when a > a0. Thus a0 achieves the minimum of
ρa. Since D(a) is strictly increasing in a, we know a0 <∞ given M̃ , and a0

increases as M̃ increases.
Moreover, as s = o(p), there exists some constant C such that

D(1) =
2 + κ̃2

r

(2 + κ̃r)2
×
{1 + 2

∑s
t=1 h̃

2
t (1− t/p)}2

{1 + 2
∑s

t=1 h̃t(1− t/p)}4
≥ D0,

where

D0 = C × 2 + κ̃2
r

(2 + κ̃r)2
×
{1 + 2

∑s
t=1 h̃

2
t }2

{1 + 2
∑s

t=1 h̃t}4
,

and we have D0 = Θ(1/s2). Therefore, when D0 ≥ M̃2, i.e., |JD| ≥Mp/
√
D0,

we know D(1) ≥ M̃2 and the minimum of D(a) is achieved at a0 = 1. This
indicates that the minimum of ρa is achieved at a0 = 1.

A.16. Results on the Generalized Linear Model in Section 4.3.

A.16.1. Limiting results and power analysis. We have shown that the U-
statistics framework can be used to test means and covariance matrices. Here
we give an example of generalized linear models to show that the framework
can be extended to other testing problems.

Consider a response variable y and covariates x = (x1, · · · , xp)ᵀ following
a generalized linear model

E(y|x) = g−1(xᵀβ),(A.31)

where g is the canonical link function and β is the regression coefficients
of interest. We are interested in testing: H0 : β = β0 versus HA : β 6= β0.
We define the score vector S = (S1, . . . , Sp)

ᵀ for β in (A.31), where Sj =
(y − µ0)xj , 1 ≤ j ≤ p with µ0 = g−1(xᵀβ0). Given that E(Sj) = 0 under
H0, the target parameters can be considered as E = {E(Sj) : j = 1, . . . , p}.

Suppose that (xi, yi), i = 1, . . . , n, are n i.i.d. observations. Many existing
tests for generalized linear models [see, e.g., 29, 74] are based on the score
vectors Si = (Si,1, . . . , Si,p)

ᵀ, where Si,j = (yi − µ0,i)xi,j . Note that Si’s are
i.i.d. copies of S with mean (E(S1), . . . ,E(Sp))

ᵀ and the covariance matrix
denoted by Σ = {σj1,j2 : 1 ≤ j1, j2 ≤ p}. Therefore, Kj(xi, yi) = Si,j =
(yi − µ0,i)xi,j provides a simple kernel function. Following (1.1), U(a) =∑p

j=1(Pna )−1
∑

1≤i1 6=... 6=ia≤n
∏a
k=1 Sik,j , which is an unbiased estimator of

‖E‖aa =
∑p

j=1{E(Sj)}a for finite integers a. Moreover, we define U(∞) =

max1≤j≤p σ
−1
j,j (
∑n

i=1 Si,j/n)2, which corresponds to the ‖E‖∞.
Asymptotic results of the U-statistics are stated below, where we assume

the conditions similar to that of Theorem 4.1.
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Condition A.9.

(1) There exists constant B such that B−1 ≤ λmin(Σ) ≤ λmax(Σ) ≤ B,
where λmin(Σ) and λmax(Σ) denote the minimum and maximum eigen-
values of the covariance matrix Σ; and all correlations are bounded
away from −1 and 1, i.e., max1≤j1 6=j2≤p |σj1,j2 |/(σj1,j2σj2,j2)1/2 < 1−η
for some η > 0.

(2) log p = o(1)n1/4 and max1≤j≤p E[exp{h(Sj − E(Sj))
2}] < ∞, for h ∈

[−M,M ], where M is a positive constant.
(3) Similarly to Condition 2.2, {(Si,j , i = 1 . . . , n) : 1 ≤ j ≤ p} is α-

mixing with αS(s) ≤ Cδs, where δ ∈ (0, 1) and C is some constant. In
addition, for finite integer a,

∑p
j1,j2=1 σ

a
j1,j2

= Θ(p).

Theorem A.27. Under Condition A.9 and H0: β = β0, for any finite

integers (a1, . . . , am), as n, p → ∞, [U(a1)/σ(a1), . . . ,U(am)/σ(am)]ᵀ
D−→

N (0, Im), where σ2(a) =
∑p

i=1

∑p
j=1 σ

a
i,j/P

n
a , which is of order Θ(pn−a).

Besides, P (nU(∞) − τp ≤ u) → exp{−π−1/2 exp(−u/2)}, ∀u ∈ R, where
τp = 2 log p − log log p. In addition, for any finite integer a, {U(a)/σ(a)}
and {nU(∞)− τp} are asymptotically independent.

Next we compare the power of U(a)’s under alternatives with different
sparsity levels. Similarly to the mean testing problems, we consider the
alternative EA = {E(Sj) = ρ > 0 for j = 1, . . . , k0; E(Sj) = 0 for j =
k0 + 1, · · · , p}, where k0 denotes the number of nonzero entries.

Theorem A.28. Assume Condition A.9 and k0 = o(p). For any finite

integers {a1, . . . , am}, if ρ in EA satisfies ρ = O(k
−1/at
0 p1/(2at)n−1/2) for t =

1, . . . ,m, then [U(a1)−E{U(a1)}]/σ(a1), . . . , [U(am)−E{U(am)}]/σ(am)]ᵀ
D−→

N (0, Im), as n, p→∞. In addition, E[U(a)] = ‖EA‖aa = k0ρ
a and

σ2(a) '
p∑

j1=k0+1

p∑
j2=k0+1

a!σaj1,j2/P
n
a ,

which is Θ(a!pn−a).

Theorem A.28 shows that under the considered local alternatives, the
asymptotic power of U(a) mainly depends on E{U(a)}/

√
var{U(a)}. There-

fore, for a given constantM > 0, if ρ = ρa defined as ρa = M1/ak
−1/a
0 a!1/(2a)×

(
∑p

j1=k0+1

∑p
j2=k0+1 σ

a
j1,j2

)1/(2a)n−1/2, we know that different U(a)’s asymp-
totically have the same power. For illustration, we further assume that σj,j =
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1 when j ∈ {k0 + 1, . . . , p}, and σj1,j2 = 0 when j1 6= j2 ∈ {k0 + 1, . . . , p},
then

ρa ' (M
√
p/k0)

1
aa!

1
2an−

1
2 .(A.32)

Therefore, following the analysis in Section 4.1, to find the “best” U(a), it
suffices to find the order, denoted by a0, that gives the smallest ρa value
in (A.32). Since (A.32) is only different from (4.4) by a constant that does
not depend on the order a, Proposition 4.1 still holds. Consider a0 ≥ 1 as
specified in Proposition 4.1; then, similar to results in the two-sample mean
testing, we know when k0 ≥

√
Mp, a0 = 1 and U(1) is “better” than U(∞);

when k0 < C1
√
p/loga0/2 p for some C1, U(∞) is the “best”; and when

C2
√
p/loga0/2 p < k0 <

√
Mp for some C2, U(a0) is the “best”. In addition,

given the similar results obtained in Theorem A.27 and power analysis, we
can also develop adaptive testing procedure similar to that in Section 2.3.

Remark A.1. More generally, if the generalized linear model also has
covariates z that we want to adjust for, the corresponding generalized linear
model becomes E(y|x) = g−1(xᵀβ + zᵀα), where α denote the regression
coefficients for z. To test H0 : β = β0 v.s. HA : β 6= β0, we can replace
µ0,j by µ̂0,j = g−1(xᵀ

iβ0 + zᵀi α̂) where α̂ is an estimator of α. For instance,
when z is low dimensional, we can take α̂ as the maximum likelihood esti-
mator under H0. Then similar conclusion to Theorem A.27 can be derived
under certain regularity conditions. We present simulation studies on gener-
alized linear model in Supplementary Material Section C.3.1 to illustrate the
good performance of the U-statistics and we leave the details of theoretical
developments with nuisance parameters for future study.

A.16.2. Proof of Theorems A.27 and A.28 (on Page 68). Theorem A.27
is proved following the proof of Theorem 4.1 in Section A.9. Specifically,
the arguments in Section A.9 can be applied to proving Theorem A.27 by
replacing xi,j ’s with Si,j ’s, and therefore the details are skipped.

The proof of Theorem A.28 is similar to the proof of Theorem 4.5 in
Section A.12. In particular, we decompose U(a) = Ta,1 + Ta,2, where we
redefine

Ta,1 =

k0∑
j=1

1

Pna

∑
1≤i1 6=···6=ia≤n

a∏
k=1

Sik,j , Ta,2 =

p∑
j=k0+1

1

Pna

∑
1≤i1 6=···6=ia≤n

a∏
k=1

Sik,j .

Note that Ta,2 is a summation over j ∈ {k0 + 1, . . . , p} and E(Sj) = 0 for
j ∈ {k0 + 1, . . . , p}. Thus the conclusions similar to that in Theorem A.27
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hold for Ta,2. Specifically, we have var(Ta,2) = Θ{(p− k0)n−a} and[
Ta1,2/

√
var(Ta1,2), . . . , Tam,2/

√
var(Tam,2)

]
D−→ N (0, Im).(A.33)

When var(Ta,1) = o(1)var(Ta,2), which will be proved later, we have σ2(a) '
var(Ta,2) and {Ta,1 − E(Ta,1)}/σ(a)

P−→ 0. By the Slutsky’s theorem and
(A.33), Theorem A.28 is proved.

To finish the proof of Theorem A.28, it remains to prove var(Ta,1) =
o(1)var(Ta,2). The analysis above gives that var(Ta,2) = Θ{(p− k0)n−a}. As
k0 = o(p), to prove var(Ta,1) = o(1)var(Ta,2), it suffices to show var(Ta,1) =
o(pn−a). Note that var(Ta,1) = E(T 2

a,1)− {E(Ta,1)}2, E(Ta,1) = k0ρ
a, and

E(T 2
a,1) =

1

(Pna )2

∑
1≤j1,j2≤k0

∑
1≤i1 6=···6=ia≤n;
1≤ĩ1 6=···6=ĩa≤n

E
{ a∏
k=1

(Sik,j1Sĩk,j2)
}
.

For 0 ≤ b ≤ a, define an event BS,b = {{i1, . . . , ia}∩ {̃i1, . . . , ĩa} is of size b}
and correspondingly

GS,a,2,b = (Pna )−2
∑

1≤j1,j2≤k0

∑
1≤i1 6=···6=ia≤n;
1≤ĩ1 6=···6=ĩa≤n

E
{ a∏
k=1

(Sik,j1Sĩk,j2)× 1BS,b

}
.

Then E(T 2
a,1) =

∑a
b=0GS,a,2,b. To prove E(T 2

a,1)− {E(Ta,1)}2 = o(pn−a), we

show GS,a,2,0 − {E(Ta,1)}2 = o(pn−a) and
∑a

b=1GS,a,2,b = o(pn−a), respec-
tively.

When b = 0, {i1, . . . , ia} ∩ {̃i1, . . . , ĩa} = ∅, and it follows that GS,a,2,0 =
(Pna )−2k2

0P
n
2aρ

2a. By E(Ta,1) = k0ρ
a and k2

0ρ
2a = O(pn−a), we have |GS,a,2,0−

{E(Ta,1)}2| = o(k2
0ρ

2a) = o(pn−a). When b ≥ 1,

GS,a,2,b = C(Pna )−2
∑

1≤j1,j2≤k0

Pn2a−b(σj1,j2 + ρ2)bρ2(a−b).

The maximum order of GS,a,2,b is bounded by the following two quantities:

∑
1≤j1,j2≤k0

Pn2a−b
(Pna )2

σbj1,j2ρ
2(a−b),(A.34)

∑
1≤j1,j2≤k0

Pn2a−b
(Pna )2

ρ2a.(A.35)
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For (A.34), as b ≥ 1, by Condition A.9 (3) and Lemma B.1, (A.34) =

O{k0n
−bρ2(a−b)}. As k0 = o(p) and ρ = O(k

−1/a
0 p1/(2a)n−1/2), we know

(A.34) = o(pn−a). For (A.35), when b ≥ 1, (A.35) = O(k2
0n
−bρ2a) =

o(k2
0ρ

2a) = o(pn−a). In summary, we have |var(Ta,1)| ≤ |{E(Ta,1)}2−GS,a,2,0|+∑a
b=1 |GS,a,2,b| = o(pn−a). Therefore, Theorem A.28 is proved.

APPENDIX B: ASSISTED LEMMAS

In the following Sections B.1–B.10, we provide the proofs of all the as-
sisted lemmas used in Section A. The proofs of Remark 2.4 and Corollary
4.1 are provided in Sections B.11 and B.12, respectively. To facilitate the
presentation of the proofs, we first introduce some notation and then provide
four technical Lemmas B.1–B.4.

Notation. We define some notation to simplify the representation of sum-
mations in the following proofs. For a < n, P(n, a) denotes the collection of
a-tuples i = (i1, . . . , ia) satisfying 1 ≤ i1 6= . . . 6= ia ≤ n. Given i ∈ P(n, a),
we define {i} as the corresponding set containing the elements of i without
order, that is, {i} = {i1, . . . , ia}. We apply usual set operations on the corre-
sponding set of {i}. For example, |{i}| denotes the size of the set {i1, . . . , ia},
which is a in this case. In addition, for any two integers a, b < n, and two
tuples i ∈ P(n, a) and m ∈ P(n, b), the operations {i}∪{m} and {i}∩{m}
give the sets that equal to the union {i1, . . . , ia}∪{m1, . . . ,mb} and intersec-
tion {i1, . . . , ia} ∩ {m1, . . . ,mb} respectively. Moreover, we write {i} = {m}
and {i} 6= {m} to indicate that the two sets {i1, . . . , ia} and {m1, . . . ,mb}
contain the same elements or not respectively.

In addition, let C(n, a) denote the collection of a-tuples i = (i1, . . . , ia)
satisfying 1 ≤ i1, . . . , ia ≤ n without constraining the elements to be differ-
ent. Similarly, we define {i} as the set containing the elements of i without
order, and the set operations also apply similarly as above. Note that |{i}|
may be smaller than a under this case.

We next list four technical lemmas which shall be used in the proofs later.

Lemma B.1. [30, Eq. (3.5)] Under the mixing assumption in Condition
2.2, suppose Z1 and Z2 are Zt1-measurable and Z∞t+m-measurable random
variables respectively. When E(|Z1|2+ε) <∞ and E(|Z2|2+ε) <∞, for some
constants C and ε > 0,

|cov(Z1, Z2)| ≤ C{α(m)}
2

2+ε {E(|Z1|2+ε)}
1

2+ε {E(|Z2|2+ε)}
1

2+ε .

The lemma above can also be obtained from Lemma 2.4 in [49] by taking
p = q = 2 + ε.
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Lemma B.2. [? , Lemma 3.4.3] When |ai| ≤ A and |bi| ≤ A, then∣∣∣∣∣
q∏
i=1

ai −
q∏
i=1

bi

∣∣∣∣∣ ≤
q∑
i=1

|ai − bi|Aq−1.

Lemma B.3. [10, Eq. (24)] for two series of numbers Aj and Bj for
j = 1, . . . , p.∣∣∣ max

1≤j≤p
A2
j − max

1≤j≤p
B2
j

∣∣∣ ≤ 2 max
1≤j≤p

|Bj | max
1≤j≤p

|Aj −Bj |+ max
1≤j≤p

|Aj −Bj |2.

Lemma B.4. When u, v ≥ 0 and 0 < ϑ ≤ 1, (u+ v)ϑ ≤ uϑ + vϑ.

Proof. When u ≥ 0 and 0 < ϑ ≤ 1, f(u) = uϑ is concave function
with f(0) = 0. By the subadditivity property of concave function, we have
f(u+ v) ≤ f(u) + f(v).

B.1. Lemmas for the proof of Theorem 2.1. In this section, we
prove the lemmas for the proof of Theorem 2.1 in Section A.2. We still
assume without loss of generality that E(x) = 0 as in Section A.2.

B.1.1. Proof of Lemma A.1 (on Page 39, Section A.2). To illustrate the
main idea of the proof of Lemma A.1, we first consider a setting where xi,j ’s
are all independent, and under this independence case we prove Lemma A.1
in Section B.1.1. Next in Section B.1.1, we prove Lemma A.1 under the
dependence case with Condition 2.2. Last in Section B.1.1, we present the
proof under Condition 2.2∗

Proof illustration. In this section, we present the proof of Lemma A.1 by
only replacing Condition 2.2 with the assumption that xi,j ’s are independent.
Recall Ũ(a) defined in (2.5) and Ũ∗(a) = U(a) − Ũ(a). Then var{U(a)} ≤
var{Ũ(a)} + 2

√
var{Ũ(a)}var{Ũ∗(a)} + var{Ũ∗(a)}. To prove Lemma A.1,

we derive var{Ũ(a)} and show var{Ũ∗(a)} = o(1)var{Ũ(a)}.
We derive var{Ũ(a)} first. Under H0, E(xi,j1xi,j2) = 0 when j1 6= j2. It

follows that E{Ũ(a)} = 0 and var{Ũ(a)} = E[{Ũ(a)}2], and then

var{Ũ(a)} =
1

(Pna )2

∑
1≤j1 6=j2≤p
1≤j3 6=j4≤p

∑
i, ĩ∈P(n,a)

E
{ a∏
k=1

(xik,j1xik,j2)(xĩk,j3xĩk,j4)
}
,

where following the notation defined at the beginning of Section B, i and ĩ
represent some tuples i = (i1, . . . , ia) satisfying 1 ≤ i1 6= . . . 6= ia ≤ n; and
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ĩ = (i1, . . . , ia) satisfying 1 ≤ i1 6= . . . 6= ia ≤ n. When the corresponding
two sets {i} 6= {̃i}, for example, when index i1 ∈ {i} but i1 6∈ {̃i},

E
{ a∏
k=1

(xik,j1xik,j2)(xĩk,j3xĩk,j4)
}

(B.1)

=E(xi1,j1xi1,j2)× E(all the remaining terms) = 0.

Therefore, (B.1) 6= 0 only when {i} = {̃i}, i.e., {i1, . . . , ia} = {̃i1, . . . , ĩa}. In
particular, when {i} = {̃i},

E
{ a∏
k=1

(xik,j1xik,j2)(xĩk,j3xĩk,j4)
}

= {E(x1,j1x1,j2x1,j3x1,j4)}a.

It follows that

var{Ũ(a)} =
a!

(Pna )2

∑
i∈P(n,a)

∑
1≤j1 6=j2≤p
1≤j3 6=j4≤p

{E(x1,j1x1,j2x1,j3x1,j4)}a

=
a!

Pna

∑
1≤j1 6=j2≤p; 1≤j3 6=j4≤p

{E(x1,j1x1,j2x1,j3x1,j4)}a.

When xi,j ’s are independent, as j1 6= j2 and j3 6= j4, E(x1,j1x1,j2x1,j3x1,j4) 6=
0 only when {j1, j2} = {j3, j4}, which gives E(x1,j1x1,j2x1,j3x1,j4) = E(x2

1,j1
)×

E(x2
1,j2

). Therefore, var{Ũ(a)} = 2a!(Pna )−1
∑

1≤j1 6=j2≤p E(x2
1,j1

)E(x2
1,j2

). By

Condition 2.1, we have var{Ũ(a)} = Θ(p2n−a).
We next show var{Ũ∗(a)} = o(1)var{Ũ(a)}. As E{Ũ∗(a)} = 0, var{Ũ∗(a)} =

E[{Ũ∗(a)}2]. Recall the definition of U∗(a), then we have

var{Ũ∗(a)} =
∑

1≤j1 6=j2≤p
1≤j3 6=j4≤p

∑
1≤c1,c2≤a

∑
i∈P(n,a+c1)

ĩ∈P(n,a+c2)

(−1)c1+c2
(
a
c1

)(
a
c2

)
Pna+c1P

n
a+c2

Q(i, j1, j2, ĩ, j3, j4),

where we correspondingly define

Q(i, j1, j2, ĩ, j3, j4) = E

[
a−c1∏
k=1

xik,j1xik,j2

a∏
k=a−c1+1

xik,j1

a+c1∏
k=a+1

xik,j2

×
a−c2∏
k̃=1

xĩk̃,j3
xĩk̃,j4

a∏
k̃=a−c2+1

xĩk̃,j3

a+c2∏
k̃=a+1

xĩk̃,j4

]
.

To evaluate var{Ũ∗(a)}, we examine the value of Q(i, j1, j2, ĩ, j3, j4). We
first note that if Q(i, j1, j2, ĩ, j3, j4) 6= 0, the following two claims hold:



74 HE ET AL.

Claim 1: {j1, j2} = {j3, j4}; Claim 2: {i} = {̃i} and c1 = c2.

To prove Claim 1, we show that if {j1, j2} 6= {j3, j4}, Q(i, j1, j2, ĩ, j3, j4) = 0.
We consider j1 6∈ {j3, j4} as an example. When j1 6∈ {j3, j4}, as j1 6= j2, we
further know j1 6∈ {j2, j3, j4} and we can write

Q(i, j1, j2, ĩ, j3, j4) = E
( a∏
k=1

xik,j1

)
×E(other terms with subscripts j2, j3, j4) = 0,

where we use E(
∏a
k=1 xik,j1) = {E(x1,j1)}a = 0 as E(x1,j1) = 0. In addi-

tion, to prove Claim 2, we show that if {i} 6= {̃i}, Q(i, j1, j2, ĩ, j3, j4) = 0.
If {i} 6= {̃i}, similarly to (B.1), suppose an index i ∈ {i} but i 6∈ {̃i}.
Then we can write Q(i, j1, j2, ĩ, j1, j2) = E(xi,j1) × E(other terms) = 0 or
Q(i, j1, j2, ĩ, j1, j2) = E(xi,j1xi,j2) × E(other terms) = 0. As {i} and {̃i} are
of sizes a+ c1 and a+ c2 respectively, {i} = {̃i} induces c1 = c2.

Given Claim 1 and Claim 2, we write c1 = c2 = c and decompose {i} and
{̃i} into three disjoint subsets respectively as follows:

{i}(1) = {i1, . . . , ia−c}, {i}(2) = {ia−c+1, . . . , ia}, {i}(3) = {ia+1, . . . , ia+c},

{̃i}(1) = {̃i1, . . . , ĩa−c}, {̃i}(2) = {̃ia−c+1, . . . , ĩa}, {̃i}(3) = {̃ia+1, . . . , ĩa+c},

which satisfies that {i} = ∪3
l=1{i}(l) and {̃i} = ∪3

l=1{̃i}(l). We next prove the

following Claim 3 : if Q(i, j1, j2, ĩ, j3, j4) 6= 0, one of the following two cases
hold:

1. j1 = j3, j2 = j4, {i}(1) = {̃i}(1), {i}(2) = {̃i}(2), {i}(3) = {̃i}(3);

2. j1 = j4, j2 = j3, {i}(1) = {̃i}(1), {i}(2) = {̃i}(3), {i}(3) = {̃i}(2).

To prove Claim 3, we note that Claim 1 suggests that if Q(i, j1, j2, ĩ, j3, j4) 6=
0, either {j1 = j3, j2 = j4} or {j1 = j4, j2 = j3} holds. We consider j1 = j3
and j2 = j4 as an example. Suppose that there exists an index i ∈ {i}(2).

Since xi,j ’s are independent with mean 0, if i ∈ {̃i}(1), Q(i, j1, j2, ĩ, j1, j2) =

E(x2
i,j1
xi,j2) × E(other terms) = 0; or if i ∈ {̃i}(3), Q(i, j1, j2, ĩ, j1, j2) =

E(xi,j1xi,j2)× E(other terms) = 0. Symmetrically, if Q(i, j1, j2, ĩ, j1, j2) 6= 0,

we know {i}(l) = {̃i}(l) for l = 1, 2, 3 under this case. The similar analysis also
applies to the second case in Claim 3. Moreover, under the two cases in Claim
3, we have Q(i, j1, j2, ĩ, j3, j4) = {E(x2

1,j1
x2

1,j2
)}a−c{E(x2

1,j1
)}c{E(x2

1,j2
)}c.
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In summary,

var{Ũ∗(a)} =
∑

1≤j1 6=j2≤p

a∑
c=1

∑
i∈P(n,a+c)

2(a− c)!c!c!
(Pna+c)

2
{E(x2

1,j1)E(x2
1,j2)}a

≤ C
∑

1≤j1 6=j2≤p

a∑
c=1

n−(a+c){E(x2
1,j1)E(x2

1,j2)}a,

which is of order O(p2n−(a+1)). Since we have obtained that var{Ũ(a)} =
Θ(p2n−a), then var{Ũ∗(a)} = o(1)var{Ũ(a)} is proved.

Proof under Condition 2.2. Section B.1.1 considers the case where xi,j ’s are
independent. In this section, we further prove Lemma A.1 under Condition
2.2. We first explain the proof idea intuitively. Under Condition 2.2, xi,j ’s
may be no longer independent, but the dependence between xi,j1 and xi,j2
degenerates exponentially with their distance |j1−j2|. We expect that when
|j1 − j2| is large enough, xi,j1 and xi,j2 are “asymptotically independent”.
Specifically, we will introduce a threshold K0 to be defined in (B.9) below.
Then we will show that the majority of (xi,j1 , xi,j2) pairs satisfy |j1 − j2| >
K0, and when |j1 − j2| > K0, xi,j1 and xi,j2 are weakly dependent with
similar properties to those under the independence case.

We next present the detailed proof under Condition 2.2. Under H0, sim-
ilarly to Section B.1.1, we have E{U(a)} = 0 and var{U(a)} = E{U2(a)}.
Then

E{U2(a)} =
∑

1≤j1 6=j2≤p;
1≤j3 6=j4≤p

∑
0≤c1,c2≤a;

i∈P(n,a+c1);

ĩ∈P(n,a+c2)

F (c1, c2, a)×Q(i, j1, j2, ĩ, j3, j4),(B.2)

where we define F (c1, c2, a) = (−1)c1+c2
(
a
c1

)(
a
c2

)
(Pna+c1P

n
a+c2)−1, and recall

Q(i, j1, j2, ĩ, j3, j4)(B.3)

= E
{ a−c1∏
k=1

xik,j1xik,j2

a∏
k=a−c1+1

xik,j1

a+c1∏
k=a+1

xik,j2

×
a−c2∏
k̃=1

xĩk̃,j3
xĩk̃,j4

a∏
k̃=a−c2+1

xĩk̃,j3

a+c2∏
k̃=a+1

xĩk̃,j4

}
.

Similarly to Section B.1.1, to evaluate var{U(a)}, we next examine the value
of Q(i, j1, j2, ĩ, j3, j4) under different cases.
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When {i} 6= {̃i}, we show (B.3) = 0, that is, Claim 2 in Section B.1.1
also holds here. To see this, we assume without loss of generality that an
index i ∈ {i} and i 6∈ {̃i}. Then (B.3) takes one of the two following forms:

(B.3) = E(xi,j1)× E(all the remaining terms) (j1 = 1, . . . , p),

(B.3) = E(xi,j1xi,j2)× E(all the remaining terms) (1 ≤ j1 6= j2 ≤ p).

Since E(xi,j1) = 0 and E(xi,j1xi,j2) = 0 under H0, we know (B.3) = 0 when
{i} 6= {̃i}. It follows that∑

1≤j1 6=j2≤p;
1≤j3 6=j4≤p

∑
0≤c1,c2≤a;

i∈P(n,a+c1);

ĩ∈P(n,a+c2)

F (c1, c2, a)Q(i, j1, j2, ĩ, j3, j4)1{{i}6={̃i}} = 0,(B.4)

where 1{·} represents an indicator function.

When {i} = {̃i}, we know c1 = c2 and we write c1 = c2 = c. If c = 0,

Q(i, j1, j2, ĩ, j3, j4)1{{i}={̃i},c=0} = {E(xi,j1xi,j2xi,j3xi,j4)}a.

Then we have∑
1≤j1 6=j2≤p;
1≤j3 6=j4≤p

∑
0≤c≤a;

i,̃i∈P(n,a+c)

F (c, c, a)Q(i, j1, j2, ĩ, j3, j4)1{{i}={̃i},c=0}(B.5)

=
1

(Pna )2

∑
i∈P(n,a)

a!
∑

1≤j1 6=j2≤p;
1≤j3 6=j4≤p

{E(xi,j1xi,j2xi,j3xi,j4)}a

= a!(Pna )−1
∑

1≤j1 6=j2≤p;
1≤j3 6=j4≤p

{E(xi,j1xi,j2xi,j3xi,j4)}a.

If c ≥ 1, for given i, ĩ ∈ P(n, a+ c), we decompose the sets {i} and {̃i} into
three disjoint sets respectively, defined as:

{i}(1) = {i1, . . . , ia−c}, {i}(2) = {ia−c+1, . . . , ia}, {i}(3) = {ia+1, . . . , ia+c},

{̃i}(1) = {̃i1, . . . , ĩa−c}, {̃i}(2) = {̃ia−c+1, . . . , ĩa}, {̃i}(3) = {̃ia+1, . . . , ĩa+c},

which satisfy that {i} = ∪3
l=1{i}(l) and {̃i} = ∪3

l=1{̃i}(l). The definitions
are similarly used in Section B.1.1. We next examine the value of (B.3) by
further discussing different cases.
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Case 1. We consider the cases where {i} = {̃i}, 1 ≤ c ≤ a− 1 and {i}(1) =

{̃i}(1). Then we have {i}(2) ∪ {i}(3) = {̃i}(2) ∪ {̃i}(3). Note that here {i}(1) =

{̃i}(1) is assumed, and {i}(2), {i}(3), {̃i}(2) and {̃i}(3) are all nonempty as
c ≥ 1. Similarly to Claim 3 in Section B.1.1, we next prove that if (B.3) 6= 0,
one of the following two cases holds:

{i}(3) = {̃i}(3), {i}(2) = {̃i}(2), j1 = j3, j2 = j4;(B.6)

{i}(3) = {̃i}(2), {i}(2) = {̃i}(3), j1 = j4, j2 = j3.

We prove (B.6) by contradiction.
If {i}(2) ∩ {̃i}(2) 6= ∅ and {i}(2) ∩ {̃i}(3) 6= ∅, it means that {i}(2) intersects

with both {̃i}(2) and {̃i}(3). Suppose i1 ∈ {i}(2)∩{̃i}(2) and i2 ∈ {i}(2)∩{̃i}(3).
It follows that

(B.3) = E(xi1,j1xi1,j3)× E(xi2,j1xi2,j4)× E(all the remaining terms).

As j3 6= j4, E(xi1,j1xi1,j3)×E(xi2,j1xi2,j4) = 0 under H0. Therefore (B.3) = 0.
Similarly if {i}(3)∩{̃i}(2) 6= ∅ and {i}(3)∩{̃i}(3) 6= ∅, we know (B.3) = 0. The

analysis shows that when (B.3) 6= 0, {i}(2) only intersects with one of {̃i}(2)

and {̃i}(3). Symmetrically, {i}(3) only intersects with another one of {̃i}(2)

and {̃i}(3). Since |{i}(2)| = |{i}(3)| = |{̃i}(2)| = |{̃i}(3)|, it remains to consider

two cases {{i}(2) = {̃i}(2) and {i}(3) = {̃i}(3)} or {{i}(2) = {̃i}(3) and {i}(3) =

{̃i}(2)}. To obtain (B.6), we next examine the two cases respectively.

If {i}(2) = {̃i}(2) and {i}(3) = {̃i}(3), suppose i1 ∈ {i}(2) and i2 ∈ {i}(3).
Then as {i}(2) ∩ {i}(3) = ∅,

(B.3) = E(xi1,j1xi1,j3)× E(xi2,j2xi2,j4)× E(all the remaining terms),

which is nonzero only when j1 = j3 and j2 = j4. Similarly, if {i}(2) =

{̃i}(3) and {i}(3) = {̃i}(2), (B.3) 6= 0 only when j1 = j4 and j2 = j3. In
summary, if (B.3) 6= 0, (B.6) is obtained, and

Q(i, j1, j2, ĩ, j3, j4)× 1{{i}={̃i},{i}(1)={̃i}(1),1≤c≤a−1}

= Q(i, j1, j2, ĩ, j3, j4)1{{i}(1)={̃i}(1),1≤c≤a−1}

×

(
1{{i}(2)={̃i}(2), j1=j3,

{i}(3)={̃i}(3), j2=j4

} + 1{{i}(2)={̃i}(3), j1=j4,

{i}(3)={̃i}(2), j2=j3

}).
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In addition, under the two cases in (B.6), we have Q(i, j1, j2, ĩ, j3, j4) =
{E(x2

i,j1
x2
i,j2

)}a−c{E(x2
i,j1

)E(x2
i,j2

)}c. Therefore,∑
1≤j1 6=j2≤p;
1≤j3 6=j4≤p

∑
0≤c≤a;

i,̃i∈P(n,a+c)

F (c, c, a)Q(i, j1, j2, ĩ, j3, j4)1{ {i}={̃i},
{i}(1)={̃i}(1),

1≤c≤a−1

}(B.7)

=
∑

1≤c≤a−1;
i∈P(n,a+c);
1≤j1 6=j2≤p

(
a
c

)2
2(a− c)!c!c!
(Pna+c)

2
{E(x2

i,j1x
2
i,j2)}a−c{E(x2

i,j1)E(x2
i,j2)}c.

=

a−1∑
c=1

O(p2n−(a+c)),

where the last equation uses Condition 2.1.

Case 2. We consider the cases when {i} = {̃i}, 1 ≤ c ≤ a−1, {i}(1) 6= {̃i}(1)

and {i}(1)∩{̃i}(1) 6= ∅. Suppose that there exists an index i1 ∈ {i}(1)∩{̃i}(1).

Since {i}(1) 6= {̃i}(1) and |{i}(1)| = |{̃i}(1)|, there exists another index i2 ∈
{i}(1) and i2 6∈ {̃i}(1). As {i} = {̃i}, we know i2 ∈ {̃i}(2) ∪ {̃i}(3). Without

loss of generality, we assume i2 ∈ {̃i}(2), then

(B.3) = E(xi1,j1xi1,j2xi1,j3xi1,j4)E(xi2,j1xi2,j2xi2,j3)E(other terms).(B.8)

As j1 6= j2 and j3 6= j4 in summation, it suffices to discuss four sub-cases
{j1 = j3 and j2 = j4}, {j1 = j4 and j2 = j3}, {j1 6= j3 and j1 6= j4} and
{j2 6= j3 and j2 6= j4} under Case 2.

Case 2.1 If j1 = j3 and j2 = j4, (B.8) gives

(B.3) = E(x2
i1,j1x

2
i1,j2)× E(x2

i2,j1xi2,j2)× E(all the remaining terms).

When xi,j ’s are independent as in Section B.1.1, we know E(x2
i2,j1

xi2,j2) =

E(x2
i2,j1

)E(xi2,j2) = 0 and thus (B.3) = 0. Alternatively, under Condition
2.2, (B.3) may no longer be 0 due to the dependence of xi,j ’s. But as dis-
cussed at the beginning of Section B.1.1, we expect that xi,j1 and xi,j2 are
“asymptotically independent” as |j1− j2| increases, and thus we expect that
(B.3) is close to 0 when |j1 − j2| is large. To quantitatively evaluate (B.3)
based on |j1− j2|, we introduce a threshold K0 below, and discuss the value
of (B.3) when |j1 − j2| > K0 and |j1 − j2| ≤ K0, respectively.

Specifically, given δ in Condition 2.2 and positive constants µ and ε, we
define

K0 = −(2 + ε)(4 + µ)(log p)/(ε log δ).(B.9)
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When |j1 − j2| > K0, by Conditions 2.1 and 2.2, we have

|(B.3)| ≤ C × |E(x2
i2,j1xi2,j2)| = C × |cov(x2

i2,j1 , xi2,j2)|

≤ Cδ
K0ε
2+ε = O(1)p−(4+µ),

where |cov(x2
i2,j1

, xi2,j2)| ≤ Cδ
K0ε
2+ε holds by the α-mixing inequality in Lemma

B.1. When |j1 − j2| ≤ K0, by the uniform boundedness of moments from
Condition 2.1, we have (B.3) = O(1). To summarize, we define an event
Snem = {{i} = {̃i}, 1 ≤ c ≤ a− 1, {i}(1) 6= {̃i}(1), {i}(1) ∩ {̃i}(1) 6= ∅}. Then

Q(i, j1, j2, ĩ, j3, j4)× 1{Snem,j1=j3,j2=j4}

= Q(i, j1, j2, ĩ, j3, j4)×

(
1{

Snem,j1=j3,j2=j4,
|j1−j2|>K0

} + 1{
Snem,j1=j3,j2=j4,
|j1−j2|≤K0

}).
The analysis above gives Q(i, j1, j2, ĩ, j3, j4)1{Snem,j1=j3,j2=j4,|j1−j2|>K0} =

O(1)p−(4+µ) and Q(i, j1, j2, ĩ, j3, j4)1{Snem,j1=j3,j2=j4,|j1−j2|≤K0} = O(1), re-
spectively. Moreover, the total number of (j1, j2) pairs satisfying |j1 − j2| ≤
K0 and |j1 − j2| > K0 are O(p2) and O(pK0), respectively. Therefore,∣∣∣∣∣ ∑

1≤j1 6=j2≤p;
1≤j3 6=j4≤p

∑
0≤c≤a;

i,̃i∈P(n,a+c)

F (c, c, a)Q(i, j1, j2, ĩ, j3, j4)1{Snem,j1=j3,j2=j4}

∣∣∣∣∣(B.10)

≤
∑

1≤j1 6=j2≤p;
1≤j3 6=j4≤p

∑
0≤c≤a;

i,̃i∈P(n,a+c)

∣∣∣F (c, c, a)
∣∣∣× 1{Snem,j1=j3,j2=j4}

×
{
O(p−(4+µ))1{|j1−j2|>K0} + C × 1{|j1−j2|≤K0}

}
=

a−1∑
c=1

n−(a+c)
{
O(1)p2p−(4+µ) +O(1)pK0

}
= o(p2n−a).

Case 2.2 If j1 = j4 and j2 = j3, similarly to Case 2.1, we have∣∣∣∣∣ ∑
1≤j1 6=j2≤p;
1≤j3 6=j4≤p

∑
0≤c≤a;

i,̃i∈P(n,a+c)

F (c, c, a)Q(i, j1, j2, ĩ, j3, j4)1{Snem,j1=j4,j2=j3}

∣∣∣∣∣(B.11)

= o(p2n−a).

Case 2.3 We discuss the cases where j1 6= j3 and j1 6= j4. If xi,j ’s
are independent as in Section B.1.1, we know E(xi1,j1xi1,j2xi1,j3xi1,j4) =
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E(xi1,j1)E(other terms) = 0; thus by (B.8), (B.3) = 0 under this setting.
Similarly to Case 2.1, under Condition 2.2, (B.3) may be no longer 0, and
we will discuss the value of (B.3) using the threshold K0 in (B.9).

To evaluate (B.3), by (B.8), we examine E(xi1,j1xi1,j2xi1,j3xi1,j4). Let
(j̃1, j̃2, j̃3, j̃4) be the ordered version of (j1, j2, j3, j4) satisfying j̃1 ≤ j̃2 ≤
j̃3 ≤ j̃4, then E(xi1,j1xi1,j2xi1,j3xi1,j4) = E(xi1,j̃1xi1,j̃2xi1,j̃3xi1,j̃4). Under
the considered cases where j1 6= j3 and j1 6= j4, at least one of the two
equations, E(xi1,j̃1xi1,j̃2) = 0 and E(xi1,j̃3xi1,j̃4) = 0, holds. It follows that
E(xi1,j̃1xi1,j̃2xi1,j̃3xi1,j̃4) = cov(xi1,j̃1xi1,j̃2 , xi1,j̃3xi1,j̃4). We thus can write

|E(xi1,j1xi1,j2xi1,j3xi1,j4)| = |E(xi1,j̃1xi1,j̃2xi1,j̃3xi1,j̃4)|(B.12)

= |cov(xi1,j̃1xi1,j̃2 , xi1,j̃3xi1,j̃4)|
= |cov(xi1,j̃1 , xi1,j̃2xi1,j̃3xi1,j̃4)|
= |cov(xi1,j̃1xi1,j̃2xi1,j̃3 , xi1,j̃4)|.

We next discuss the value of (B.12) based on the the maximum distance
between the indexes in (j̃1, j̃2, j̃3, j̃4), which is defined as

κm = max{|j̃2 − j̃1|, |j̃3 − j̃2|, |j̃4 − j̃3|}.(B.13)

We evaluate (B.12) when κm > K0 and κm ≤ K0, respectively. First, if
κm > K0, by E(x) = 0, Conditions 2.1, 2.2, and Lemma B.1, we have

(B.12) ≤ Cδ
K0ε
2+ε = O(p−(4+µ)). If κm ≤ K0, by Condition 2.1, (B.12) = O(1).

It follows thatQ(i, j1, j2, ĩ, j3, j4)1{Snem,j1 6=j3,j1 6=j4,κm>K0} = O(p−(4+µ)), and

Q(i, j1, j2, ĩ, j3, j4)1{Snem,j1 6=j3,j1 6=j4,κm≤K0} = O(1), where the event Snem
is defined in Case 2.1. Note that the total number of (j1, j2, j3, j4) tuples
satisfying κm > K0 and κm ≤ K0 are O(p4) and O(pK3

0 ), respectively. Thus∣∣∣ ∑
1≤j1 6=j2≤p;
1≤j3 6=j4≤p

∑
0≤c≤a;

i,̃i∈P(n,a+c)

F (c, c, a)Q(i, j1, j2, ĩ, j3, j4)1{Snem,j1 6=j3,j1 6=j4}

∣∣∣(B.14)

≤
∑

1≤j1 6=j2≤p;
1≤j3 6=j4≤p

∑
0≤c≤a;

i,̃i∈P(n,a+c)

|F (c, c, a)| × 1{Snem,j1 6=j3,j1 6=j4}

×
[
O(p−(4+µ))1{κm>K0} + C × 1{κm≤K0}

]
=

a−1∑
c=1

n−(a+c){p2O(p−(4+µ)) +O(1)pK3
0} = o(p2n−a).
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Case 2.4 If j2 6= j3 and j2 6= j4, similarly to Case 2.3, we have∣∣∣ ∑
1≤j1 6=j2≤p;
1≤j3 6=j4≤p

∑
0≤c≤a;

i,̃i∈P(n,a+c)

F (c, c, a)Q(i, j1, j2, ĩ, j3, j4)1{Snem,j2 6=j3,j2 6=j4}

∣∣∣(B.15)

= o(p2n−a).

By (B.10), (B.11), (B.14), (B.15), and the definition of Snem, we obtain∑
1≤j1 6=j2≤p;
1≤j3 6=j4≤p

∑
0≤c≤a;

i,̃i∈P(n,a+c)

F (c, c, a)Q(i, j1, j2, ĩ, j3, j4)(B.16)

×1{{i}={̃i},1≤c≤a−1,{i}(1) 6={̃i}(1),{i}(1)∩{̃i}(1) 6=∅} = o(p2n−a).

Case 3. We consider {i} = {̃i}, 1 ≤ c ≤ a− 1, and {i}(1) ∩ {̃i}(1) = ∅. Here

{i}(1) and {̃i}(1) are not empty as c ≤ a− 1. Suppose there exist i1 ∈ {i}(1)

and i2 ∈ {̃i}(1) with i1 6= i2. Since {i} = {̃i} and {i}(1) ∩ {̃i}(1) = ∅, we know

i1 ∈ {̃i}(2) ∪ {̃i}(3) and i2 ∈ {i}(2) ∪ {i}(3). Without loss of generality, we

assume i1 ∈ {̃i}(2) and i2 ∈ {i}(2), then

(B.3) = E(xi1,j1xi1,j2xi1,j3)× E(xi2,j3xi2,j4xi2,j1)× E(other terms).

To evaluate (B.3), we examine E(xi1,j1xi1,j2xi1,j3)E(xi2,j3xi2,j4xi2,j1).As E(x) =
0, we can write

E(xi1,j1xi1,j2xi1,j3) = cov(xi1,j1 , xi1,j2xi1,j3) = cov(xi1,j2 , xi1,j1xi1,j3)

= cov(xi1,j3 , xi1,j1xi1,j2),

and similarly,

E(xi2,j3xi2,j4xi2,j1) = cov(xi2,j3 , xi2,j4xi2,j1) = cov(xi2,j4 , xi2,j3xi2,j1)

= cov(xi2,j1 , xi2,j3xi2,j4).

Recall κm in (B.13) and K0 in (B.9). If κm > K0, by Conditions 2.1 and
2.2, and Lemma B.1, we have∣∣∣E(xi1,j1xi1,j2xi1,j3)E(xi2,j3xi2,j4xi2,j1)

∣∣∣ ≤ CδK0ε
2+ε = O(1)p−(4+µ).(B.17)

If κm ≤ K0, by Condition 2.1, E(xi1,j1xi1,j2xi1,j3)E(xi2,j3xi2,j4xi2,j1) = O(1).
Note that the total number of (j1, j2, j3, j4) tuples satisfying κm > K0 and
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κm ≤ K0 are O(p4) and O(pK3
0 ), respectively. Therefore,∣∣∣∣∣ ∑

1≤j1 6=j2≤p;
1≤j3 6=j4≤p

∑
0≤c≤a;

i,̃i∈P(n,a+c)

F (c, c, a)Q(i, j1, j2, ĩ, j3, j4)1{ {i}={̃i};
1≤c≤a−1;

{i}(1)∩{̃i}(1)=∅

}∣∣∣∣∣(B.18)

≤
∑

1≤j1 6=j2≤p;
1≤j3 6=j4≤p

∑
0≤c≤a;

i,̃i∈P(n,a+c)

∣∣∣F (c, c, a)
∣∣∣× 1{{i}={̃i};1≤c≤a−1;

{i}(1)∩{̃i}(1)=∅

}
×
[
Cp−(4+µ)1{κm>K0} + C1{κm≤K0}

]
=

a−1∑
c=1

n−(a+c){O(1)p4p−(4+µ) +O(1)pK3
0} = o(p2n−a).

Case 4. When {i} = {̃i} and c = a, we know {i}(1) = {̃i}(1) = ∅ and

{i}(2) ∪ {i}(3) = {̃i}(2) ∪ {̃i}(3). Then similarly Case 1, we have∣∣∣ ∑
1≤j1 6=j2≤p;
1≤j3 6=j4≤p

∑
i,̃i∈P(n,a+c)

F (c, c, a)Q(i, j1, j2, ĩ, j3, j4)1{{i}={̃i},c=a}

∣∣∣(B.19)

= o(p2n−a).

In summary, by (B.2), (B.4)–(B.7), (B.16), (B.18), and (B.19),

var{U(a)} =
a!

Pna

∑
1≤j1 6=j2≤p
1≤j3 6=j4≤p

{E(xi,j1xi,j2xi,j3xi,j4)}a + o(p2n−a).(B.20)

Note that we assume E(x) = 0. For the general case with E(x) = µ, by
Proposition 2.1, it is equivalent to replace xi,j by xi,j − µj in (B.20).

We next show that var{Ũ(a)} = (B.5) and var[Ũ∗(a)] = o(p2n−a). First
note that E{Ũ(a)} = E{Ũ∗(a)} = 0 under H0 as E(x) = 0. Then it suffices
to show E{{Ũ(a)}2} = (B.5) and E{{Ũ∗(a)}2} = o(p2n−a). By the definition
of Ũ(a) in (2.5), we know

E{Ũ2(a)}(B.21)

=
∑

1≤j1 6=j2≤p
1≤j3 6=j4≤p

∑
0≤c1,c2≤a;

i∈P(n,a+c1);

ĩ∈P(n,a+c2)

F (c1, c2, a)Q(i, j1, j2, ĩ, j3, j4)× 1{c1=c2=0}.
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Therefore, E{Ũ2(a)} = (B.5) from previous discussion. Moreover, as Ũ∗(a) =
U(a)− Ũ(a), we know

Ũ∗(a) =
a∑
c=0

1{c≥1}
∑

1≤j1 6=j2≤p
(−1)c

(
a

c

)
1

Pna+c

∑
i∈P(n,a+c)

(B.22)

×
a−c∏
k=1

(xik,j1xik,j2)

a∏
k=a−c+1

xik,j1

a+c∏
k=a+1

xik,j2 .

It follows that

E[{Ũ∗(a)}2](B.23)

=
∑

1≤j1 6=j2≤p
1≤j3 6=j4≤p

∑
0≤c1,c2≤a;

i∈P(n,a+c1);

ĩ∈P(n,a+c2)

F (c1, c2, a)Q(i, j1, j2, ĩ, j3, j4)× 1{c1≥1,c2≥1}.

Also by previous discussion, we know E[{Ũ∗(a)}2] = o(p2n−a).
To finish the proof of Lemma A.1, it remains to show var{Ũ(a)} = (B.5) =

Θ(p2n−a), and it suffices to prove∑
1≤j1 6=j2≤p;
1≤j3 6=j4≤p

{E(xi,j1xi,j2xi,j3xi,j4)}a = Θ(p2).(B.24)

To prove (B.24), we examine E(xi,j1xi,j2xi,j3xi,j4). Similarly to Case 2 above,
as j1 6= j2 and j3 6= j4 in summation, it suffices to discuss four cases {j1 =
j3 and j2 = j4}, {j1 = j4 and j2 = j3}, {j1 6= j3 and j1 6= j4}, and {j2 6=
j3 and j2 6= j4}.

If j1 = j3, j2 = j4, and |j1 − j2| > K0, then by Conditions 2.1, 2.2, and
Lemma B.1, we have

|E(xi,j1xi,j2xi,j3xi,j4)| =E(x2
i,j1x

2
i,j2) = cov(x2

i,j1 , x
2
i,j2) + E(x2

i,j1)E(x2
i,j2)

≥Θ(1)− |cov(x2
i,j1 , x

2
i,j2)| ≥ Θ(1)− Cδ

K0ε
2+ε = Θ(1).

If j1 = j3, j2 = j4, and |j1−j2| ≤ K0, by Condition 2.1, E(xi,j1xi,j2xi,j3xi,j4) =
O(1). Note that (j1, j2) pairs satisfying |j1− j2| > K0 and |j1− j2| ≤ K0 are
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O(p2) and O(pK0), respectively. Thus,∑
1≤j1 6=j2≤p;
1≤j3 6=j4≤p

[E(xi,j1xi,j2xi,j3xi,j4)]a1{j1=j3,j2=j4}(B.25)

=
∑

1≤j1 6=j2≤p;
1≤j3 6=j4≤p

[
E
( 4∏
t=1

xi,jt

)]a
1{j1=j3,

j2=j4

}[1{|j1−j2|>K0} + 1{|j1−j2|≤K0}]

= Θ(p2) +O(pK0) = Θ(p2).

If j1 = j4 and j2 = j3, similarly to (B.25), we have∑
1≤j1 6=j2≤p
1≤j3 6=j4≤p

[E(xi,j1xi,j2xi,j3xi,j4)]a1{j1=j4,j2=j3} = Θ(p2).(B.26)

If j1 6= j3 and j1 6= j4, we know (B.12) holds. Recall K0 in (B.9) and κm in
(B.13). Similarly to the analysis of (B.14), we have∑

1≤j1 6=j2≤p
1≤j3 6=j4≤p

[E(xi,j1xi,j2xi,j3xi,j4)]a1{j1 6=j3,j1 6=j4}(B.27)

=
∑

1≤j1 6=j2≤p;
1≤j3 6=j4≤p

[
E
( 4∏
t=1

xi,jt

)]a
1{j1 6=j3,j1 6=j4}

[
1{κm>K0} + 1{κm≤K0}

]
= o(p2).

If j2 6= j3 and j2 6= j4, similarly to (B.27), we have∑
1≤j1 6=j2≤p
1≤j3 6=j4≤p

[E(xi,j1xi,j2xi,j3xi,j4)]a1{j2 6=j3,j2 6=j4} = o(p2).(B.28)

In summary, combining (B.25)–(B.28), we have

∑
1≤j1 6=j2≤p;
1≤j3 6=j4≤p

[
E
( 4∏
t=1

xi,jt

)]a
' 2

∑
1≤j1 6=j2≤p

{E(x2
i,j1x

2
i,j2)}a.(B.29)

Combining (B.20), (B.21) and (B.29), Lemma A.1 is proved.
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Proof under Condition 2.2∗. In this section, we prove Lemma A.1 by substi-
tuting Condition 2.2 with Condition 2.2∗. Following the notation in Section
B.1.1, we have

var{U(a)} =
∑

1≤j1 6=j2≤p;
1≤j3 6=j4≤p

∑
0≤c1,c2≤a;

i∈P(n,a+c1);

ĩ∈P(n,a+c2)

F (c1, c2, a)×Q(i, j1, j2, ĩ, j3, j4).

When {i} 6= {̃i}, under H0, we know (B.3) = 0 and (B.4) holds similarly.
As {i} and {̃i} are of sizes a+ c1 and a+ c2 respectively, in the following we
consider {i} = {̃i}, which induces c1 = c2 and we write c1 = c2 = c.

When {i} = {̃i} and c = 0, we know (B.5) also holds similarly, and
var{Ũ(a)} = (B.5) by (B.21). By Condition 2.2∗,

E(xi,j1xi,j2xi,j3xi,j4)(B.30)

= κ1

{
E(xi,j1xi,j2)E(xi,j3xi,j4) + E(xi,j1xi,j3)E(xi,j2xi,j4)

+ E(xi,j1xi,j4)E(xi,j2xi,j3)
}
.

Since j1 6= j2 and j3 6= j4, we know under H0, (B.30) 6= 0 only when
{j1 = j3, j2 = j4} or {j1 = j4, j2 = j3}; and then (B.30) = κ1E(x2

i,j1
)E(x2

i,j2
).

Thus

(B.5) = 2a!(Pna )−1
∑

1≤j1 6=j2≤p
{κ1E(x2

i,j1)E(x2
i,j2)}a = Θ(p2n−a),

where the second equation follows from Condition 2.1.
When {i} = {̃i} and c ≥ 1, |{i}(2)| = |{i}(3)| = |{̃i}(2)| = |{̃i}(3)| > 0.

Without loss of generality, we first consider an index i ∈ {i}(2), and discuss
four cases.

Case 1.1 If i 6∈ {̃i}, since E(x) = 0, we know

(B.3) = E(xi,j1)× E(all the remaining terms) = 0.

Case 1.2 If i ∈ {̃i}(2),

(B.3) = E(xi,j1xi,j3)× E(all the remaining terms),

which is nonzero when j1 = j3.
Case 1.3 If i ∈ {̃i}(3),

(B.3) = E(xi,j1xi,j4)× E(all the remaining terms) = 0,
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which is nonzero when j1 = j4.
Case 1.4 If i ∈ {̃i}(1), this suggests {i}(1) 6= ∅ and thus c ≤ a − 1. By

Condition 2.2∗,

(B.3) = E(xi,j1xi,j3xi,j4)× E[all the remaining terms] = 0.(B.31)

When {i} = {̃i} and c ≤ a − 1, we have {i}(1) 6= ∅. We assume without
loss of generality that an index i ∈ {i}(1), and then discuss two cases.

Case 2.1 If i ∈ {̃i}(2) ∪ {̃i}(3), symmetrically, (B.3) takes a form similarly
to that in (B.31), which is 0 under H0 by Condition 2.2∗.

Case 2.2 If i 6∈ {̃i}, by j1 6= j2, we know under H0,

(B.3) = E(xi,j1xi,j2)× E(all the remaining terms) = 0.

In summary, (B.3) 6= 0 only when one of the following two cases holds:

1. j1 = j3, j2 = j4, {i}(1) = {̃i}(1), {i}(2) = {̃i}(2), {i}(3) = {̃i}(3);

2. j1 = j4, j2 = j3, {i}(1) = {̃i}(1), {i}(2) = {̃i}(3), {i}(3) = {̃i}(2).

Under these two cases, (B.3) = {κ1E(x2
i,j1
x2
i,j2

)}a−c{E(x2
i,j1

)}c{E(x2
i,j2

)}c. It

follows that when {i} = {̃i} and c ≥ 1,∑
1≤j1 6=j2≤p;
1≤j3 6=j4≤p

∑
0≤c≤a;

i,̃i∈P(n,a+c)

F (c, c, a)Q(i, j1, j2, ĩ, j3, j4)1{{i}={̃i},c≥1}(B.32)

=
∑

1≤c≤a;
1≤j1 6=j2≤p

(
a

c

)2 2

Pna+c

{κ1E(x2
i,j1x

2
i,j2)}a−c{E(x2

i,j1)}c{E(x2
i,j2)}c

=
a∑
c=1

O(p2n−(a+c)) = o(pn−a),

where the last two equations use Condition 2.1. Similarly to Section B.1.1, by
(B.4) and (B.23), we know var{Ũ∗(a)} = (B.32) = o(pn−a) = o(1)var{Ũ(a)}.

Remark B.1. κ1 is assumed to be a constant in Condition 2.2∗. But the
similar arguments apply in the proof if κ1 changes with n, p but converges to
a constant.

B.1.2. Proof of Lemma A.2 (on Page 40, Section A.2). Note that for
two integers a 6= b, cov{U(a)/σ(a),U(b)/σ(b)} = E[U(a)U(b)/{σ(a)σ(b)}],
and by Lemma A.1, var{Ũ∗(a)} = o(1)var{Ũ(a)}. Recall σ2(a) = var{U(a)}
from definition. Then by Cauchy-Schwarz inequality, we have

cov{U(a)/σ(a), U(b)/σ(b)} = E{Ũ(a)Ũ(b)}/{σ(a)σ(b)}+ o(1).
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In addition,

E{Ũ(a)Ũ(b)} =
∑

1≤j1 6=j2≤p,
1≤j3 6=j4≤p

∑
i∈P(n,a),

ĩ∈P(n,b)

E
{ a∏
k=1

(xik,j1xik,j2)

b∏
k̃=1

(xĩk̃,j3
xĩk̃,j4

)
}
.

Since a 6= b, we know the two sets {i1, . . . , ia} and {̃i1, . . . , ĩb} can not be the
same. Following similar analysis to that of (B.1), as E(xi,j1xi,j2) = 0 under
H0, we have E{Ũ(a)Ũ(b)} = 0, and thus cov{U(a)/σ(a),U(b)/σ(b)} = o(1).

In particular, we note that given Lemma A.1, the argument does not
depend on whether Condition 2.2 or 2.2∗ is specified.

B.1.3. Proof of Lemma A.3 (on Page 41, Section A.2). We first show for
1 ≤ k1 6= k2 ≤ n, E(Dn,k1Dn,k2) = 0. Without loss of generality, we consider
k1 < k2. Then Ek1Zn ∈ Fk2 , and

E(Dn,k1Dn,k2)

=E [(Ek1Zn − Ek1−1Zn)(Ek2Zn − Ek2−1Zn)]

=E[Ek1Zn × Ek2Zn − Ek1−1Zn × Ek2Zn − Ek1Zn × Ek2−1Zn

+ Ek1−1Zn × Ek2−1Zn]

=E[(Ek1Zn)Zn]− E[(Ek1−1Zn)Zn]− E[(Ek1Zn)Zn] + E[(Ek1−1Zn)Zn]

=0.

It follows that

E

(
n∑
k=1

π2
n,k

)
=

n∑
k=1

E
(
D2
n,k

)
= E

(
n∑
k=1

Dn,k

)2

= var(Zn),

where the last equation uses the fact that E(Dn,k) = 0 and Zn =
∑n

k=1Dn,k

from construction.
In particular, we note that the argument does not depend on whether

Condition 2.2 or 2.2∗ is specified.

B.1.4. Proof of Lemma A.4 (on Page 41, Section A.2). For given finite
integer a, we derive the expression of (Ek − Ek−1)[Ũ(a)/σ(a)]. The form of
An,k,ar for a general finite integer ar in Lemma A.4 follows similarly.

By the definition in (2.5), we know

(Ek − Ek−1)Ũ(a) = (Pna )−1
∑

1≤j1 6=j2≤p;
i∈P(n,a)

(Ek − Ek−1)
[ a∏
t=1

xit,j1xit,j2

]
.(B.33)
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To derive (B.33), we next examine the value of

(Ek − Ek−1)
[ a∏
t=1

xit,j1xit,j2

]
.(B.34)

We claim (B.34) 6= 0 only when k ∈ {i1, . . . , ia}. If k 6∈ {i1, . . . , ia}, we
assume without loss of generality that i1, . . . , im < k and im+1, . . . , ia > k.
Then

(Ek − Ek−1)
[ a∏
t=1

xit,j1xit,j2

]
=
( m∏
t=1

xit,j1xit,j2

)[
Ek

( a∏
t=m+1

xit,j1xit,j2

)
− Ek−1

( a∏
t=m+1

xit,j1xit,j2

)]
= 0.

Thus if (B.34) 6= 0, we know k ∈ {i1, . . . , ia}. In addition, we next show
(B.34) 6= 0 only when i1, . . . , ia ≤ k. Suppose that if there exist some indexes
in {i1, . . . , ia} that are greater than k, we assume without loss of generality
that im = k, i1, . . . , im−1 < k, and im+1, . . . , ia > k. Then

Ek

( a∏
t=1

xit,j1xit,j2

)
=

( m∏
t=1

xit,j1xit,j2

)
Ek

( a∏
t=m+1

xit,j1xit,j2

)
=

( m∏
t=1

xit,j1xit,j2

)
E
( a∏
t=m+1

xit,j1xit,j2

)
= 0,

and

Ek−1

( a∏
t=1

xit,j1xit,j2

)
=
(m−1∏
t=1

xit,j1xit,j2

)
Ek−1

(
xk,j1xk,j2

a∏
t=m+1

xit,j1xit,j2

)
=
(m−1∏
t=1

xit,j1xit,j2

)
E(xk,j1xk,j2)

a∏
t=m+1

E(xit,j1xit,j2) = 0.

Therefore, we know (B.34) 6= 0 when k ∈ {i1, . . . , ia} and i1, . . . , ia ≤ k.
When k < a, there exist some indexes in {i1, . . . , ia} > k. Thus (B.34) = 0,

and (B.33) = 0. When k ≥ a, assume without loss of generality that ia = k
and i1, · · · , ia−1 ≤ k − 1, then

Ek−1

[( a−1∏
t=1

xit,j1xit,j2

)
xk,j1xk,j2

]
=
( a−1∏
t=1

xit,j1xit,j2

)
E(xk,j1xk,j2) = 0,
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and

Ek

[( a−1∏
t=1

xit,j1xit,j2

)
xk,j1xk,j2

]
=
( a−1∏
t=1

xit,j1xit,j2

)
xk,j1xk,j2 .

In summary, for k ≥ a,

(Ek − Ek−1)
Ũ(a)

σ(a)

=
1

σ(a)Pna

∑
1≤i1 6=···6=ia−1≤k−1;

1≤j1 6=j2≤p

(
a

1

)
× (Ek − Ek−1)

[( a−1∏
t=1

xit,j1xit,j2

)
xk,j1xk,j2

]

=
a

σ(a)Pna

∑
1≤i1 6=···6=ia−1≤k−1

∑
1≤j1 6=j2≤p

(xk,j1xk,j2)×
a−1∏
t=1

(xit,j1xit,j2).

In particular, we note that the argument does not depend on whether Con-
dition 2.2 or 2.2∗ is specified.

B.1.5. Proof of Lemma A.5 (on Page 41, Section A.2). By Lemma A.4,
we know the explicit form of Dn,k =

∑m
r=1 trAn,k,ar , and it follows that

π2
n,k =

∑
1≤r1,r2≤m tr1tr2Ek−1(An,k,ar1An,k,ar2 ).Note that by Cauchy-Schwarz

inequality, for some constant C,

var
( n∑
k=1

π2
n,k

)
≤ Cn2 max

1≤k≤n; 1≤r1,r2≤m
var(Tk,ar1 ,ar2 ),

where we define c(n, ar) = [ar × {σ(ar)P
n
ar}
−1]2 and

Tk,ar1 ,ar2 = Ek−1(An,k,ar1An,k,ar2 )

=
∑

i∈P(k−1,ar1−1),

ĩ∈P(k−1,ar2−1)

∑
1≤j1 6=j2≤p,
1≤j3 6=j4≤p

{c(n, ar1)c(n, ar2)}1/2

×E
( 4∏
t=1

xk,jt

)
×
( ar1−1∏

t=1

xit,j1xit,j2

)
×
( ar2−1∏

t=1

xĩt,j3xĩt,j4

)
.

Therefore to prove Lemma A.5, it suffices to prove var(Tk,ar1 ,ar2 ) = o(n−2)
for every 1 ≤ k ≤ n and 1 ≤ r1, r2 ≤ m.

Without loss of generality, we prove var(Tk,a1,a2) = o(n−2) for any fixed
constants a1 and a2 and 1 ≤ k ≤ n. Similarly to Section B.1.1, for illus-
tration, we first consider a simple setting where xi,j ’s are independent in
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Section B.1.5. Next in Section B.1.5, we prove that under Condition 2.2,
var(Tk,a1,a2) = O(n−2p−1 log3 p) = o(n−2). Last in Section B.1.5, we prove
that under Condition 2.2∗, var(Tk,a1,a2) = O(n−2p−2 +n−3) = o(n−2). Then
Lemma A.5 is proved.

Proof illustration. In this section, we assume xi,j ’s are independent and
prove Tk,a1,a2 = o(n−2).

When xi,j ’s are independent, since j1 6= j2 and j3 6= j4, we know that
E(xk,j1xk,j2xk,j3xk,j4) 6= 0 only when {j1, j2} = {j3, j4}; and it follows that
E(xk,j1xk,j2xk,j3xk,j4) = E(x2

1,j1
)E(x2

1,j2
). Thus Tk,a1,a2 = 2c(n, a)× Tk,a1,a2 ,

where we define

Tk,a1,a2 =
∑

i∈P(k−1,a1−1),

ĩ∈P(k−1,a2−1)

∑
1≤j1 6=j2≤p

2∏
t=1

E(x2
1,jt)

( a1−1∏
t=1

xit,j1xit,j2

)( a2−1∏
t=1

xĩt,j1xĩt,j2

)
.

We note that c(n, a) is of order Θ(p−2n−a) by Lemma A.1. To prove var(Tk,a,a) =
o(n−2), it suffices to show that var(Tk,a1,a2) = o(na1+a2−2p4). If a1 = a2 = 1,
Tk,a1,a2 is not random and thus var(Tk,a1,a2) = 0. It remains to consider
a1 ≥ 1 or a2 ≥ 1 below. To examine var(Tk,a1,a2), we will first consider
E(Tk,a1,a2) and E(T 2

k,a1,a2
), then var(Tk,a1,a2) = E(T 2

k,a1,a2
)− {E(Tk,a1,a2)}2.

For E(Tk,a1,a2), note that E{(
∏a1−1
t=1 xit,j1xit,j2)(

∏a2−1
t=1 xĩt,j1xĩt,j2)} 6= 0

only when {i} = {̃i} for given i ∈ P(k − 1, a1 − 1) and ĩ ∈ P(k − 1, a2 − 1).
Therefore, if a1 6= a2, E(Tk,a1,a2) = 0. If a1 = a2 = a for some a, we have

E(Tk,a1,a2) =
∑

i∈P(k−1,a−1),

ĩ∈P(k−1,a−1)

1{{i}={̃i}}

∑
1≤j1 6=j2≤p

{E(x2
1,j1)E(x2

1,j2)}a,(B.35)

where 1{{i}={̃i}} represents an indicator such that the two sets {i} = {̃i};
and we write

{E(Tk,a1,a2)}2 =
∑

i,m∈P(k−1,a−1),

ĩ, m̃∈P(k−1,a−1)

∑
1≤j1 6=j2≤p,
1≤j3 6=j4≤p

1{{i}={̃i}, {m}={m̃}}

4∏
t=1

{E(x2
1,jt)}

a.

where 1{{i}={̃i}, {m}={m̃}} represents an indicator such that {i} = {̃i} and

{m} = {m̃} hold at the same time.
For E(T 2

k,a1,a2
), we have

E(T 2
k,a1,a2) =

∑
i,m∈P(k−1,a1−1),

ĩ, m̃∈P(k−1,a2−1)

∑
1≤j1 6=j2≤p,
1≤j3 6=j4≤p

Q̃(i, ĩ,m, m̃, j),(B.36)
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where for the simplicity of notation, we define

Q̃(i, ĩ,m, m̃, j) = E
( a−1∏
t=1

xit,j1xit,j2xĩt,j1xĩt,j2xmt,j3xmt,j4xm̃t,j3xm̃t,j4

) 4∏
t=1

E(x2
1,jt).

We decompose E(T 2
k,a1,a2

) = E(T 2
k,a1,a2

)(1) + E(T 2
k,a1,a2

)(2), where

E(T 2
k,a1,a2)(1) =

∑
i,m∈P(k−1,a1−1),

ĩ, m̃∈P(k−1,a2−1)

∑
1≤j1 6=j2≤p,
1≤j3 6=j4≤p

1{ {i}={̃i},
{m}={m̃}

}Q̃(i, ĩ,m, m̃, j),

E(T 2
k,a1,a2)(2) =

∑
i,m∈P(k−1,a1−1),

ĩ, m̃∈P(k−1,a2−1)

∑
1≤j1 6=j2≤p,
1≤j3 6=j4≤p

1{{i}6={̃i} or
{m}6={m̃}

}Q̃(i, ĩ,m, m̃, j),

where the two indicators 1{{i}={̃i}, {m}={m̃}} and 1{{i}6={̃i} or {m}6={m̃}} rep-

resent that {i} = {̃i} and {m} = {m̃} hold at the same time or not, re-
spectively. To prove var(Tk,a1,a2) = o(na1+a2−2p4), since |var(Tk,a1,a2)| ≤
|E(T 2

k,a1,a2
)(1) − {E(Tk,a1,a2)}2| + |E(Tk,a1,a2)(2)|, we show |E(T 2

k,a1,a2
)(1) −

{E(Tk,a1,a2)}2| = o(n2(a−1)p4) and E(Tk,a1,a2)(2) = o(na1+a2−2p4), respec-
tively below.

Part I: |E(T 2
k,a1,a2

)(1) − {E(Tk,a1,a2)}2| = o(na1+a2−2p4). By the analysis

above, E(Tk,a1,a2) = 0 if a1 6= a2. Also we know E(T 2
k,a1,a2

)(1) = 0 if a1 6=
a2, since {i} = {̃i} and {m} = {m̃} will not happen. Thus it remains to
consider a1 = a2 = a for some a below. By the forms of E(T 2

k,a1,a2
)(1) and

{E(Tk,a1,a2)}2, we consider {i} = {̃i} and {m} = {m̃}. If {i} ∩ {m} = ∅,

Q̃(i, ĩ,m, m̃, j) =
4∏
t=1

{E(x2
1,jt)}

a,(B.37)

where we use the independence between xi,j ’s and j1 6= j2 and j3 6= j4.
If {j1, j2} ∩ {j3, j4} = ∅, (B.37) also holds similarly by the independence
between xi,j ’s. In summary, when {i} = {̃i} and {m} = {m̃}, we know that
|E{Q̃(i, ĩ,m, m̃, j)} −

∏4
t=1{E(x2

1,jt
)}a| = 0, if {i} ∩ {m} = ∅ or {j1, j2} ∩
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{j3, j4} = ∅. It follows that

|E(T 2
k,a1,a2)(1) − {E(Tk,a1,a2)}2|(B.38)

≤
∑

i,m∈P(k−1,a1−1),

ĩ, m̃∈P(k−1,a2−1)

∑
1≤j1 6=j2≤p,
1≤j3 6=j4≤p

1{{i}={̃i}, {m}={m̃}, {i}∩{m}6=∅,
{j1,j2}∩{j3,j4}6=∅

}

×
∣∣∣Q̃(i, ĩ,m, m̃, j)−

4∏
t=1

{E(x2
1,jt)}

a
∣∣∣

≤ Cna1+a2−3p4−1 = o(na1+a2−2p4),

where we use the boundedness of moments in Condition 2.1 and the facts:∑
i,m∈P(k−1,a1−1); ĩ, m̃∈P(k−1,a2−1)

1{{i}={̃i}, {m}={m̃}, {i}∩{m}6=∅} ≤ Cn
a1+a2−3,

∑
1≤j1 6=j2≤p; 1≤j3 6=j4≤p

1{{j1,j2}∩{j3,j4}6=∅} ≤ Cp
4−1.

Part II: E(Tk,a1,a2)(2) = o(na1+a2−2p4). We claim that Q̃(i, ĩ,m, m̃, j) = 0

when |{i} ∪ {̃i} ∪ {m} ∪ {m̃}| > a1 + a2 − 2, i.e., one of the index only
appears once in the four index sets. To see this, we assume, without loss of
generality, i1 ∈ {i} but i1 6∈ {̃i} ∪ {m} ∪ {m̃}, then

Q̃(i, ĩ,m, m̃, j) = E(xi1,j1xi1,j2)× E(the remaining terms) = 0.(B.39)

Thus when Q̃(i, ĩ,m, m̃, j) 6= 0, the union of the four sets satisfies

|{i} ∪ {̃i} ∪ {m} ∪ {m̃}| ≤ a1 + a2 − 2.(B.40)

In addition, note that we need to consider {i} 6= {̃i} or {m} 6= {m̃} when
analyzing E(T 2

k,a1,a2
)(2). Assume, without loss of generality, that there exists

an index i1 ∈ {i} but i1 6∈ {̃i}. Similarly to (B.39), we have Q̃(i, ĩ,m, m̃, j) 6=
0 only when i1 ∈ {m} ∪ {m̃}. If i1 ∈ {m} and i1 ∈ {m̃},

Q̃(i, ĩ,m, m̃, j) = E(x1,j1x1,j3x1,j4)× E(all the remaining terms) = 0,

as j3 6= j4 and xi,j ’s are independent; if i1 is only in one of {m} and {m̃},
for example, i1 ∈ {m} but i1 6∈ {m̃}, then

Q̃(i, ĩ,m, m̃, j) = E(x1,j1x1,j3)× E(all the remaining terms),
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which is nonzero only when j1 = j3. By analyzing the indexes in {̃i} sym-
metrically, we further know Q̃(i, ĩ,m, m̃, j) 6= 0 only when {j1, j2} = {j3, j4}.
Therefore,

|{j1, j2, j3, j4}| = 2.(B.41)

Combining (B.40) and (B.41), and by the boundedness of moments in Con-
dition 2.1, we have

|E(T 2
k,a1,a2)(2)| = O(na1+a2−2p2).(B.42)

In summary, combining (B.38) and (B.42), we have

|var(Tk,a1,a2)| = |E(T 2
k,a1,a2)− {E(Tk,a1,a2)}2|

≤ |E(T 2
k,a1,a2)(1) − {E(Tk,a1,a2)}2|+ |E(T 2

k,a1,a2)(2)|
= O(na1+a2−3p3) +O(na1+a2−2p2).

which is o(na1+a2−2p4).

Proof under Condition 2.2.

Proof idea. Section B.1.5 assumes that xi,j ’s are independent. In this sec-
tion, we further prove Lemma A.5 under Condition 2.2. Similarly to Section
B.1.1, we know that under Condition 2.2, xi,j ’s may be no longer indepen-
dent, but the dependence between xi,j1 and xi,j2 degenerates exponentially
with their distance |j1 − j2|. To quantitatively examine |j1 − j2|, we will
introduce a threshold of distance D0 to be defined in (B.46) below, which
is similar to K0 in (B.9). Intuitively, when |j1 − j2| > D0, xi,j1 and xi,j2
are “asymptotically independent” with similar properties to those under
the independence case in Section B.1.5. The following proof will provide
comprehensive discussions based on D0.

Recall that as argued at the beginning of Section B.1.5, to prove Lemma
A.5, it suffices to show var(Tk,a1,a2) = O(n−2p−1 log3 p) = o(n−2) for any
fixed integers a1 and a2. To facilitate the discussion, we define some notation
to be used in the proof.

Notation. For given tuples i(l) = (i1, . . . , ial−1) ∈ P(k − 1, al − 1) with l =

1, 2, we define (i(1), i(2)) = (i
(1)
1 , . . . , i

(1)
a1−1, i

(2)
1 , . . . , i

(2)
a2−1), and let S(i(1), i(2))

be a collection of tuples (i(1), i(2)) where i(l) ∈ P(k − 1, al − 1) for l = 1, 2.
Moreover, we define J = {(j1, j2) : 1 ≤ j1 6= j2 ≤ p). Then

Tk,a1,a2 =
∑

S(i(1),i(2));
(j1,j2),(j3,j4)∈J

{ 2∏
l=1

c(n, al)
}1/2

× X(k, i(l), j2l−1, j2l : l = 1, 2),
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where we recall that c(n, a) = [a× {σ(a)Pna }−1]2 and we define

X(k, i(l), j2l−1, j2l : l = 1, 2) = E
( 4∏
t=1

xk,jt

) 2∏
l=1

al−1∏
t=1

(x
i
(l)
t , j2l−1

x
i
(l)
t , j2l

).

In addition, for easy representation, we define a3 = a1 and a4 = a2. Then
for given tuples i(l) ∈ P(k − 1, al − 1) with l = 1, 2, 3, 4, we define the tuple

(i(1), i(2), i(3), i(4)) = (i
(1)
1 , . . . , i

(1)
a1−1, i

(2)
1 , . . . , i

(2)
a2−1, i

(3)
1 , . . . , i

(3)
a1−1, i

(4)
1 , . . . , i

(4)
a2−1),

and let S(i(1), i(2), i(3), i(4)) be a collection of (i(1), i(2), i(3), i(4)) where i(l) ∈
P(k − 1, al − 1) with l = 1, 2, 3, 4. Then we can write

T2
k,a1,a2 =

∑
S(i(1),i(2),i(3),i(4));

(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈J

2∏
l=1

c(n, al)X(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4),

where we define

X(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4)

= E
( 4∏
t=1

xk,jt

)
E
( 8∏
t=5

xk,jt

) 4∏
l=1

al−1∏
t=1

x
i
(l)
t , j2l−1

x
i
(l)
t , j2l

.

Recall the definitions at the beginning of Section B. {i(1)} = {i(2)} rep-
resents that the two tuples have the same elements without order. We next
decompose S(i(1), i(2)) into two parts: the collection S(i(1), i(2), 1) contains
the tuples (i(1), i(2)) satisfying {i(1)} 6= {i(2)}, and the collection S(i(1), i(2), 2)
contains the tuples (i(1), i(2)) satisfying {i(1)} = {i(2)}. Then we can write
Tk,a1,a2 =

∑2
v=1 Tk,a1,a2,v, where

Tk,a1,a2,v =
∑

S(i(1),i(2),v);
(j1,j2),(j3,j4)∈J

{ 2∏
l=1

c(n, al)
}1/2

× X(k, i(l), j2l−1, j2l : l = 1, 2).

In addition, for v = 1, 2, we let the collection S(i(1), i(2), i(3), i(4), v, v) con-
tain the tuples (i(1), i(2), i(3), i(4)) such that (i(1), i(2)) ∈ S(i(1), i(2), v) and
(i(3), i(4)) ∈ S(i(3), i(4), v). It follows that for v = 1, 2, we can write

T2
k,a1,a2,v =

∑
S(i(1),i(2),i(3),i(4),v,v);

(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈J

2∏
l=1

c(n, al)(B.43)

×X(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4).
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We next define some notation on the j indexes. Given a tuple (jt1 , jt2 , jt3 , jt4),
we write its corresponding ordered version as

(j̃t1 , j̃t2 , j̃t3 , j̃t4) satisfying j̃t1 ≤ j̃t2 ≤ j̃t3 ≤ j̃t4 .(B.44)

Given the ordered indexes, we define the maximum distance between indexes
in the given tuple as DM (jt1 , jt2 , jt3 , jt4) = max{j̃t2 − j̃t1 , j̃t3 − j̃t2 , j̃t4 − j̃t3}.
For the simplicity of presentation later, for tuples (j1, j2), (j3, j4), (j5, j6), (j7, j8) ∈
J , we further define

κ1 = DM (j1, j2, j3, j4), κ2 = DM (j5, j6, j7, j8),(B.45)

κ3 = DM (j1, j2, j5, j6) κ4 = DM (j1, j2, j7, j8).

In the following discussion, to quantitatively evaluate the distances in (B.45),
we introduce a threshold D0 below. In particular, given small positive con-
stants µ and ε, and δ in Condition 2.2, we define

D0 =
−(2 + ε)(8 + µ) log p

ε log δ
,(B.46)

which will be used as discussed at the beginning of this section on Page 92.

Proof. We present the proof of var(Tk,a1,a2) = O(n−2p−1 log3 p) based on
the notation above. Note that we can write Tk,a1,a2 =

∑2
v=1 Tk,a1,a2,v. By

the Cauchy-Schwarz inequality, we know it suffices to show var(Tk,a1,a2,v) =
O(n−2p−1 log3 p) for v = 1, 2 respectively.

Step I: var(Tk,a1,a2,1) = O(n−2p−1 log3 p). By the definition of Tk,a1,a2,1,
we have {i(1)} 6= {i(2)} for (i(1), i(2)) ∈ S(i(1), i(2), 1). Suppose, without loss
of generality, that index i ∈ {i(1)} but i 6∈ {i(2)}. Then under H0,

E{X(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4)}(B.47)

= E(xi,j1xi,j2)× E(other terms) = 0.

Therefore E(Tk,a1,a2,1) = 0 and var(Tk,a1,a2,1) = E(T2
k,a1,a2,1

).
By (B.43), we have

T2
k,a1,a2,1 =

∑
S(i(1),i(2),1,1);

(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈J

2∏
l=1

c(n, al)

×X(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4).
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To prove var(Tk,a1,a2,1) = O(n−2p−1 log3 p), we will next show that for given
(j1, j2), (j3, j4), (j5, j6), (j7, j8) ∈ J ,

E
{ ∑
S(i(1),i(2),1,1)

X(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4)
}

= O(na1+a2−2);(B.48)

and for given (i(1), i(2), i(3), i(4)) ∈ S(i(1), i(2), 1, 1),

E
{ ∑

(j1,j2),(j3,j4),
(j5,j6),(j7,j8)∈J

X(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4)
}

= O(p3 log3 p).(B.49)

Given (B.48) and (B.49), since c(n, al) = Θ(p−2n−al), we can obtain E(T2
k,a1,a2,1

) =

O(n−2p−1 log3 p). Thus to finish the proof, it remains to prove (B.48) and
(B.49).

To prove (B.48), we claim that E{X(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4)} = 0
when | ∪4

l=1 {i(l)}| > a1 + a2 − 2, i.e., there exists one index only appears
once in the four index sets {i(l)}, l = 1, . . . , 4. Too see this, suppose an
index i ∈ {i(1)} but i 6∈ {i(2)}, i 6∈ {i(3)} and i 6∈ {i(4)}, then (B.47) holds.
Therefore, E{X(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4)} 6= 0 only when∣∣∣ ∪4

l=1 {i(l)}
∣∣∣ ≤ a1 + a2 − 2.(B.50)

By the boundedness of moments from Condition 2.1, we know (B.48) holds.
We next prove (B.49). For given (i(1), i(2), i(3), i(4)) ∈ S(i(1), i(2), 1, 1), we

know {i(1)} 6= {i(2)} and {i(3)} 6= {i(4)}. Suppose, without loss of generality,
there exists an index i ∈ {i(3)} and i 6∈ {i(4)}. If i 6∈ {i(1)} and i 6∈ {i(2)},
similarly, (B.47) holds. Then we consider i ∈ {i(1)} or i ∈ {i(2)} in the
following three cases.

Case 1: When i ∈ {i(1)} and i 6∈ {i(2)}, we know

E
{
X(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4)

}
(B.51)

= E
( 4∏
t=1

xk,jt

)
× E

( 8∏
t=5

xk,jt

)
× E

( ∏
t=1,2,5,6

xi,jt

)
× E(other terms).

If xi,j ’s are independent as in Section B.1.5, we know (B.51) 6= 0 only when
{j1, j2} = {j3, j4} = {j5, j6} = {j7, j8}, which induces |{j1, . . . , j8}| = 2 and∑

(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈J E{X(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4)} = O(p2),
i.e., (B.49) is obtained. Under Condition 2.2, xi,j ’s may be no longer in-
dependent, but as discussed at the beginning of Section B.1.5, we can still
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prove (B.49) similarly to the independence case. In particular, based on D0

in (B.46), we evaluate (B.51) by discussing the following three sub-cases
(a)–(c).

(a) When both (j1, j2, j3, j4) and (j5, j6, j7, j8) contain only two distinct
indexes within each tuple, i.e., |{j1, j2, j3, j4}| = |{j5, j6, j7, j8}| = 2,
we consider without loss of generality that j1 = j3, j2 = j4, j5 = j7,
and j6 = j8. Then

(B.51) = E(x2
k,j1x

2
k,j2)E(x2

k,j5x
2
k,j6)E(xk,j1xk,j2xk,j5xk,j6)E(other terms).

(a.1) If (j1, j2, j5, j6) contains two distinct indexes, i.e., |{j1, j2, j5, j6}| =
2, we assume without loss of generality that j1 = j5 and j2 = j6. Then
|{j1, . . . , j8}| = 2 and in this case, the total number of distinct j in-
dexes is O(p2).

(a.2) If (j1, j2, j5, j6) contains at least three distinct indexes, that is,
|{j1, j2, j5, j6}| ≥ 3, we have |{j̃1, j̃2, j̃5, j̃6}| ≥ 3, where (j̃1, j̃2, j̃5, j̃6)
denotes the ordered version of (j1, j2, j5, j6) following the notation in
(B.44). Then we have E(xk,j̃1xk,j̃2)E(xk,j̃5xk,j̃6) = 0. Together with
E(x) = 0, we can write

|E(x1,j1x1,j2x1,j5x1,j6)| = |cov(xk,j̃1xk,j̃2 , xk,j̃5xk,j̃6)|(B.52)

= |cov(xk,j̃1 , xk,j̃2xk,j̃5xk,j̃6)|
= |cov(xk,j̃1xk,j̃2xk,j̃5 , xk,j̃6)|.

Recall that κ3 in (B.45) represents the maximum distance between
(j1, j2, j5, j6). If κ3 > D0, by Conditions 2.1 and 2.2, and the α-mixing
inequality in Lemma B.1, we know

|(B.51)| ≤ C × (B.52) ≤ Cδ
D0ε
2+ε = O(p−(8+µ)).

If κ3 ≤ D0, the total number of distinct j indexes is O(pD3
0).

(b) When both (j1, j2, j3, j4) and (j5, j6, j7, j8) have at least 3 distinct el-
ements, i.e., |{j1, j2, j3, j4}| ≥ 3 and |{j5, j6, j7, j8}| ≥ 3, following the
notation in (B.44), similarly to (B.52), we can write

|E(xk,j1xk,j2xk,j3xk,j4)| = |cov(xk,j̃1xk,j̃2 , xk,j̃3xk,j̃4)|(B.53)

= |cov(xk,j̃1 , xk,j̃2xk,j̃3xk,j̃4)|
= |cov(xk,j̃1xk,j̃2xk,j̃3 , xk,j̃4)|,
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and

|E(xk,j5xk,j6xk,j7xk,j8)| = |cov(xk,j̃5xk,j̃6 , xk,j̃7xk,j̃8)|(B.54)

= |cov(xk,j̃5 , xk,j̃6xk,j̃7xk,j̃8)|
= |cov(xk,j̃5xk,j̃6xk,j̃7 , xk,j̃8)|.

When max{κ1, κ2} > D0 in this case, by Conditions 2.1 and 2.2, and
the α-mixing inequality,

|(B.51)| ≤ C × (B.53)× (B.54) ≤ Cδ
D0ε
2+ε = O(p−(8+µ)).(B.55)

When max{κ1, κ2} ≤ D0, by the definitions in (B.45), we know under
this case, the indexes in (j1, j2, j3, j4) are close to each other within
the distance D0, and the indexes in (j5, j6, j7, j8) are also close to
each other within the distance D0. Then the total number of distinct
indexes is O(pD3

0 × pD3
0) = O(p2D6

0).
(c) If only one of (j1, j2, j3, j4) and (j5, j6, j7, j8) contains at least 3 dis-

tinct indexes, without loss of generality, we assume |{j1, j2, j3, j4}| ≥ 3
and |{j5, j6, j7, j8}| = 2. When κ1 ≤ D0, the indexes in (j1, j2, j3, j4)
are close within distance D0. As (j5, j6, j7, j8) only contains 2 dis-
tinct indexes, the total number of distinct j indexes is O(p3D3

0). When
κ1 > D0, by Conditions 2.1 and 2.2, and the α-mixing inequality, we
know

|(B.51)| ≤ C × (B.53) ≤ Cδ
D0ε
2+ε = O(p−(8+µ)).(B.56)

Case 2: When i 6∈ {i(1)} and i ∈ {i(2)}, we know similar conclusion holds
by symmetricity.

Case 3: When i ∈ {i(1)} and i ∈ {i(2)}, we have

E
{
X(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4)

}
(B.57)

= E
( 4∏
t=1

xk,jt

)
× E

( 8∏
t=5

xk,jt

)
× E

( 6∏
t=1

xk,jt

)
× E(other terms)

Similarly to Case 1 above, to evaluate (B.57), we next discuss two sub-cases
with D0 in (B.46).

(a) When both (j1, j2, j3, j4) and (j5, j6, j7, j8) only contain 2 distinct in-
dexes within each tuple, i.e., |{j1, j2, j3, j4}| = |{j5, j6, j7, j8}| = 2, we
assume j1 = j3, j2 = j4, j5 = j7 and j6 = j8 without loss of generality.
Then

(B.57) = E(x2
k,j1x

2
k,j2)E(x2

k,j5x
2
k,j6)E(x2

i,j1x
2
i,j2xi,j5xi,j6)E(other terms).
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Following the notation in (B.44), when k̃∗3 := min{j̃2− j̃1, j̃5− j̃2, j̃6−
j̃5} < D0, the total number of distinct j indexes is O(p3D0). When
k̃∗3 > D0, by Conditions 2.1, 2.2, and the α-mixing inequality,

|E(x2
1,j̃1

x2
1,j̃2

x1,j̃5
x1,j̃6

)|

= |cov(x2
1,j̃1

, x2
1,j̃2

x1,j̃5
x1,j̃6

) + E(x2
1,j̃1

)cov(x2
1,j̃2

, x1,j̃5
x1,j̃6

)

+ [E(x2
1,j̃1

)]2cov(x1,j̃5
, x1,j̃6

)|

≤ Cδ
D0ε
2+ε = O(p−(8+µ)).

(b) If at least one of (j1, j2, j3, j4) and (j5, j6, j7, j8) has at least 3 dis-
tinct indexes within the tuple, it means that |{j1, j2, j3, j4}| ≥ 3 or
|{j5, j6, j7, j8}| ≥ 3. Similarly to (B.55) and (B.56), we know that when
max{κ1, κ2} > D0, |(B.57)| = O(p−(8+µ)); when max{κ1, κ2} ≤ D0,
the total number of distinct j indexes is O(p3D3

0).

Combining Cases 1–3 discussed above, we obtain

E
{ ∑

(j1,j2),(j3,j4),
(j5,j6),(j7,j8)∈J

X(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4)
}

= O(p3D3
0) +

∑
(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈J

O(p−(8+µ))

= O(p3 log3 p) + p8O(p−(8+µ)) = O(p3 log3 p),

where we use µ > 0 and D0 = O(log p) by (B.46). Thus (B.49) is proved.

Step II: var(Tk,a1,a2,2) = O(n−2p−1 log3 p). Recall that Tk,a1,a2,2 is con-
structed from (i(1), i(2)) ∈ S(i(1), i(2), 2), where {i(1)} = {i(2)}. As {i(1)} =
{i(2)} happens only when a1 = a2, so it remains to consider a1 = a2 = a
for some integer a below. It follows that E{X(k, i(l), j2l−1, j2l : l = 1, 2)} =
{E(
∏4
t=1 x1,jt)}a, then

E(Tk,a1,a2,2) =
∑

S(i(1),i(2),2);
(j1,j2),(j3,j4)∈J

{ 2∏
l=1

c(n, al)
}1/2

×
{

E
( 4∏
t=1

x1,jt

)}a
,

and

{E(Tk,a1,a2,2)}2 =
∑

S(i(1),i(2),i(3),i(4),2,2);
(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈J

2∏
l=1

c(n, al)
{

E
( 4∏
t=1

x1,jt

)
E
( 8∏
t=5

x1,jt

)}a
.
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Moreover, by (B.43), we know T2
k,a1,a2,2

is a summation over (i(1), i(2), i(3), i4)) ∈
S(i(1), i(2), i(3), i(4), 2, 2), where {i(1)} = {i(2)} and {i(3)} = {i(4)} by the con-
struction. We further define S(i(1), i(2), i(3), i(4), 2, 2, q) to be the collection of
tuples (i(1), i(2), i(3), i4)) such that |{i(1)} ∩ {i(3)}| = q, where 0 ≤ q ≤ a− 1.
Then we write T2

k,a1,a2,2
=
∑a−1

q=0 T2
k,a1,a2,2,(q)

, where we define

T2
k,a1,a2,2,(q)

=
∑

S(i(1),i(2),i(3),i(4),2,2,q);
(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈J

2∏
l=1

c(n, al)

×X(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4).

In particular, when |{i(1)} ∩ {i(3)}| = q,

E
{
X(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4)

}
=
{

E
( 4∏
t=1

x1,jt

)
E
( 8∏
t=5

x1,jt

)}a−q{ 8∏
t=1

x1,jt

}q
.

Therefore, for a1 = a2 = a,

var(Tk,a1,a2,2) = E(T2
k,a1,a2,2)− {E(Tk,a1,a2,2)}2

=

a−1∑
q=0

E(T2
k,a1,a2,2,(q)

)− {E(Tk,a1,a2,2)}2

=

a−1∑
q=1

∑
S(i(1),i(2),i(3),i(4),2,2,q)

2∏
l=1

c(n, al)× Dk,a,a,2,q,

where we define

Dk,a,a,2,q =
∑

(j1,j2),(j3,j4),
(j5,j6),(j7,j8)∈J

{
E
( 4∏
t=1

x1,jt

)
E
( 8∏
t=5

x1,jt

)}a−q

×

[{
E
( 8∏
t=1

x1,jt

)}q
−
{

E
( 4∏
t=1

x1,jt

)
E
( 8∏
t=5

x1,jt

)}q]
,

and use Dk,a,a,2,q = 0 when q = 0. By the construction, we know the total
number of tuples in the collection S(i(1), i(2), i(3), i(4), 2, 2, q) is bounded by
Cn2(a−1)−q, that is, for some constant C,∑

S(i(1),i(2),i(3),i(4),2,2,q)

1 ≤ Cn2(a−1)−q.(B.58)
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Since c(n, a) = Θ(p−2n−a), to prove var(T2
k,a1,a2,2

) = O(n−2p−1 log3 p), it

suffices to show for given tuple (i(1), i(2), i(3), i(4)), Dk,a1,a2,2,q = O(p3 log3 p)
for 1 ≤ q ≤ a− 1.

By Condition 2.1 and Lemma B.2 (on Page 71), for 1 ≤ q ≤ a− 1,

|Dk,a,a,2,q| ≤ C
∑

(j1,j2),(j3,j4),
(j5,j6),(j7,j8)∈J

∣∣∣∣∣E(
4∏
t=1

x1,jt

)∣∣∣∣∣×
∣∣∣∣∣E(

8∏
t=5

x1,jt

)∣∣∣∣∣
×

∣∣∣∣∣E(
4∏
t=1

x1,jt

)
× E

( 8∏
t=5

x1,jt

)
− E

( 8∏
t=1

x1,jt

)∣∣∣∣∣.
To evaluate Dk,a,a,2,q, we next discuss several cases, based on the notation
κ1, . . . , κ4 in (B.45), and D0 in (B.46).

(a) When both tuples (j1, j2, j3, j4) and (j5, j6, j7, j8) contain only two
distinct indexes, i.e., |{j1, j2, j3, j4}| = |{j5, j6, j7, j8}| = 2, we assume
without loss of generality that j1 = j3, j2 = j4, j5 = j7 and j6 =
j8. Then E(

∏4
t=1 x1,jt) = E(x2

1,j1
x2

1,j2
), E(

∏8
t=5 x1,jt) = E(x2

1,j5
x2

1,j6
)

and E(
∏8
t=1 x1,jt) = E(x2

1,j1
x2

1,j2
x2

1,j5
x2

1,j6
). Following the notation in

(B.44), let (j̃1 ≤ j̃2 ≤ j̃5 ≤ j̃6) be the ordered version of (j1, j2, j5, j6).
When min{j̃2 − j̃1, j̃5 − j̃2, j̃6 − j̃5} ≤ D0, the total number of distinct
j indexes is O(p3D0). When min{j̃2 − j̃1, j̃5 − j̃2, j̃6 − j̃5} > D0, by
Conditions 2.1 and 2.2, and the α-mixing inequality in Lemma B.1,

∣∣∣E( 4∏
t=1

x1,jt

)
E
( 8∏
t=5

x1,jt

)
− E

( 8∏
t=1

x1,jt

)∣∣∣
=
∣∣∣E(x2

1,j1x
2
1,j2)E(x2

1,j5x
2
1,j6)− E(x2

1,j1x
2
1,j2x

2
1,j5x

2
1,j6)

∣∣∣
≤ Cδ

D0ε
2+ε = O(p−(8+µ)).

(b) When both (j1, j2, j3, j4) and (j5, j6, j7, j8) contain at least 3 distinct
indexes, i.e., |{j1, j2, j3, j4}| ≥ 3 and |{j5, j6, j7, j8}| ≥ 3, we know sim-
ilarly (B.53) and (B.54) hold. When max{κ1, κ2} > D0, by Conditions
2.1 and 2.2, and the α-mixing inequality in Lemma B.1, we obtain

|Dk,a1,a2,2,q| ≤ C(B.53)× (B.54) ≤ Cδ
D0ε
2+ε = O{p−(8+µ)}.

When max{κ1, κ2} ≤ D0, by the definitions in (B.45), we know under
this case the indexes in (j1, j2, j3, j4) are close to each other within
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the distance D0, and the indexes in (j5, j6, j7, j8) are also close to each
other within the distance D0. Then the total number of distinct j
indexes is O(pD3

0 × pD3
0) = O(p2D6

0).
(c) When only one of (j1, j2, j3, j4) and (j5, j6, j7, j8) contains at least 3 dis-

tinct indexes, without loss of generality, we assume |{j1, j2, j3, j4}| ≥ 3
and |{j5, j6, j7, j8}| = 2. Recall κ1 defined in (B.45). When κ1 ≤ D0,
the indexes in (j1, j2, j3, j4) are close within distanceD0. As (j5, j6, j7, j8)
only contains 2 distinct indexes, the total number of distinct j indexes
is O(p3D3

0). When κ1 > D0, by Conditions 2.1 and 2.2, and the α-
mixing inequality in Lemma B.1, we know similarly (B.53) holds, and

|Dk,a1,a2,2,q| ≤ C(B.53) ≤ Cδ
D0ε
2+ε = O(p−(8+µ)).

In summary,

|Dk,a1,a2,2,q| = p8 ×O(p−(8+µ)) +O(p3D3
0) = O(p3 log3 p).(B.59)

Thus we obtain that for given (i(1), i(2), i(3), i(4)), Dk,a1,a2,2,q = O(p3 log3 p).
Combined with (B.58), var(T2

k,a1,a2,2
) = O(n−2p−1 log3 p) follows.

Combining the results in Step I and Step II above, we obtain var(Tk,a1,a2) =
O(n−2p−1 log3 p), and thus Lemma A.5 is proved under Condition 2.2.

Proof under Condition 2.2∗. In this section, we prove Lemma A.5 by sub-
stituting Condition 2.2 with Condition 2.2∗. Note that although the inde-
pendence between xi,j ’s is assumed in Section B.1.5, it is only used to specify
certain joint moments of xi,j ’s. Alternatively, Condition 2.2∗ is assumed to
obtain similar properties on the joint moments, and the proof follows simi-
larly to that in Section B.1.5.

In particular, we will prove that var(Tk,a1,a2) = O(n−3 + n−2p−2) for
two given finite integers a1 and a2 below. Under H0 and given Condition
2.2∗, as j1 6= j2 and j3 6= j4, we have E(x1,j1x1,j2x1,j3x1,j4) 6= 0 only when
{j1, j2} = {j3, j4}, and then E(x1,j1x1,j2x1,j3x1,j4) = κ1E(x2

1,j1
)E(x2

1,j2
). It

follows that Tk,a1,a2 = 2c(n, a)× T̃k,a1,a2 , where T̃k,a,a = κ1Tk,a,a with Tk,a,a
defined in Section B.1.5. To prove var(Tk,a,a) = o(n−2), it suffices to show
that var(T̃k,a1,a2) = na1+a2−2p4O(n−1 + p−2) as argued in Section B.1.5.

Similarly to Section B.1.5, to show var(T̃k,a1,a2) = na1+a2−2p4O(n−1 +
p−2), we examine {E(T̃k,a1,a2)}2 and E(T̃ 2

k,a1,a2
) respectively. For E(T̃k,a1,a2),

under Condition 2.2∗, similarly to (B.35), we know E{(
∏a1−1
t=1 xit,j1xit,j2) ×

(
∏a2−1
t=1 xĩt,j1xĩt,j2)} 6= 0 only when {i} = {̃i}. When {i} = {̃i}, we write a1 =

a2 = a for some a and then E{(
∏a1−1
t=1 xit,j1xit,j2) × (

∏a2−1
t=1 xĩt,j1xĩt,j2)} =

{κ1E(x2
1,j1

)E(x2
1,j2

)}a−1. We thus have {E(T̃k,a1,a2)}2 = {κa1E(Tk,a1,a2)}2
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with Tk,a1,a2 defined in Section B.1.5. Moreover, following (B.36) in Section
B.1.5, we have

E(T̃ 2
k,a1,a2) =

∑
i,m∈P(k−1,a1−1);

ĩ, m̃∈P(k−1,a2−1)

∑
1≤j1 6=j2≤p;
1≤j3 6=j4≤p

Q̃(i, ĩ,m, m̃, j).

We further decompose E(T̃ 2
k,a1,a2

) = E(T̃ 2
k,a1,a2

)(1) + E(T̃ 2
k,a1,a2

)(2), where

E(T̃ 2
k,a1,a2

)(1) and E(T̃ 2
k,a1,a2

)(2) are defined with the same forms as E(T 2
k,a1,a2

)(1)

and E(T 2
k,a1,a2

)(2) in Section B.1.5, respectively. To prove var(T̃k,a1,a2) =

na1+a2−2p4O(n−1+p−2), similarly to Section B.1.5, we derive |E(T̃ 2
k,a1,a2

)(1)−
{E(T̃k,a1,a2)}2| and E(T 2

k,a1,a2
)(2) respectively.

Step I: |E(T̃ 2
k,a1,a2

)(1) − {E(T̃k,a1,a2)}2|. By the forms of E(T̃ 2
k,a1,a2

)(1) and

E(T̃k,a1,a2), we consider {i} = {̃i} and {m} = {m̃} below. If {i} ∩ {m} = ∅,
|E{Q̃(i, ĩ,m, m̃, j)} − κ2a

1

∏4
t=1{E(x2

1,jt
)}a| = 0 by Condition 2.2∗; if {i} ∩

{m} 6= ∅, |{i}∪{m}| ≤ a1 +a2−2−1, thus |E(T̃ 2
k,a1,a2

)(1)−{E(T̃k,a1,a2)}2| =
O(na1+a2−3p4) by Condition 2.1.

Step II: E(T 2
k,a1,a2

)(2). We note that for j1 6= j2, E(x1,j1x1,j2) = 0; and
for any additional index j3, we have E(x1,j1x1,j2x1,j3) = 0 under Condition
2.2∗. Thus (B.41) and (B.42) still hold here, and we obtain E(T 2

k,a1,a2
)(2) =

O(na1+a2−2p2).

In summary,

|var(Tk,a1,a2)| ≤ |E(T̃ 2
k,a1,a2)(1) − {E(T̃k,a1,a2)}2|+ |E(T 2

k,a1,a2)(2)|
= na1+a2−2p4O(n−1 + p−2).

It follows that var(
∑n

k=1 π
2
n,k) = O(n−1 + p−2) by the argument at the

beginning of Section B.1.5. Therefore Lemma A.5 is proved.

B.1.6. Proof of Lemma A.6 (on Page 41, Section A.2). By Lemma A.4,

n∑
k=1

E(D4
n,k) =

n∑
k=1

∑
1≤r1,r2,r3,r4≤m

4∏
l=1

trl × E
( 4∏
l=1

An,k,arl

)
.(B.60)

To prove Lemma A.6, it suffices to show that for given 1 ≤ k ≤ n and
1 ≤ r1, r2, r3, r4 ≤ m, we have E(

∏4
l=1An,k,arl ) = O(n−2).

Similarly to Sections B.1.1 and B.1.5 above, we first illustrate the proof
of Lemma A.6, when xi,j ’s are independent. Then in Section B.1.6, we prove
Lemma A.6 under Condition 2.2. Last in Section B.1.6, we prove Lemma
A.6 under Condition 2.2∗.
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Proof illustration. In this section, we assume that xi,j ’s are independent
and prove E(

∏4
l=1An,k,al) = O(n−2) for given integers al, l = 1, . . . , 4. By

Lemma A.4, when k < al, An,k,al = 0. We next focus on max1≤l≤4 al ≤ k ≤
n. By Lemma A.4, we have

E
( 4∏
l=1

An,k,al

)
=
{ 4∏
l=1

c(n, al)
}1/2 ∑

i(l)∈P(k−1,al−1), l=1,...,4;
(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈J

(B.61)

Q∗(i(1), i(2), i(3), i(4), j8),

where i(l) = (i
(l)
1 , . . . , i

(l)
al−1), l = 1, . . . , 4 represent the tuples satisfying 1 ≤

i
(l)
1 6= . . . 6= i

(l)
al−1 ≤ n; J = {(j1, j2) : 1 ≤ j1 6= j2 ≤ p); j8 represents the

tuple (j1, j2, j3, j4, j5, j6, j7, j8); and we define

Q∗(i(1), i(2), i(3), i(4), j8) = E
( 8∏
r=1

xk,jr

)
E
( al−1∏
t=1

4∏
l=1

x
i
(l)
t ,j2l−1

x
i
(l)
t ,j2l

)
.

We claim that E(
∏8
r=1 xk,jr) 6= 0 only when

|{jt : t = 1, . . . , 8}| ≤ 4.(B.62)

If |{jt : t = 1, . . . , 8}| ≥ 5, it implies that one of the j index in {jt : t =
1, . . . , 8} only appears once. We assume without loss of generality that j1
only appears once, i.e., j1 6∈ {jt : t = 2, . . . , 8}. Since xk,j ’s are independent,
E(
∏8
r=1 xk,jr) = E(xk,j1)E(all the remaining terms) = 0. Thus (B.62) is

proved. Similarly to (B.39) and (B.40), we further knowQ∗(i(1), i(2), i(3), i(4), j8) 6=
0 only when

∣∣∣ 4⋃
l=1

{i(l)}
∣∣∣ ≤ 4∑

l=1

(al − 1)/2.(B.63)

In summary, combining (B.62) and (B.63), we have

E
( 4∏
l=1

An,k,al

)
= O(p−4n−

1
2

∑4
l=1 aln

1
2

∑4
l=1(al−1)p4) = O(n−2).

Proof under Condition 2.2. Section B.1.6 proves Lemma A.6 when xi,j ’s are
independent. In this section, we further prove Lemma A.6 under Condition
2.2. We first illustrate the proof idea intuitively, which is similar to Sections
B.1.1 and B.1.5. Under Condition 2.2, xi,j ’s may be no longer independent,
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but the dependence between xi,j1 and xi,j2 degenerates exponentially with
their distance |j1−j2|. To quantitatively examine |j1−j2|, we use the thresh-
old of distance D0 defined in (B.46). Intuitively, when |j1 − j2| > D0, xi,j1
and xi,j2 are “asymptotically independent” with similar properties to those
under the independence case in Section B.1.6. The following proof will pro-
vide comprehensive discussions based on D0.

We next present the detailed proof of Lemma A.6. Note that to prove
Lemma A.6, by the analysis at the beginning of Section B.1.6, it suffices
to show E(

∏4
l=1An,k,al) = O(n−2). Recall that we can write (B.61) and we

have
∏4
l=1 c

1/2(n, al) = Θ(p−4n−
1
2

∑4
l=1 al). It remains to show∑

i(l)∈P(k−1,al−1), l=1,...,4;
(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈J

Q∗(i(1), i(2), i(3), i(4), j8) = O(p4n
1
2

∑4
l=1(al−1)).(B.64)

To prove (B.64), we show the order of (B.64) in n and p respectively in the
following two steps.

Step I: order of n. We show for any fixed j8 = (j1, j2, j3, j4, j5, j6, j7, j8),∣∣∣∣∣ ∑
i(l)∈P(k−1,al−1), l=1,...,4

Q∗(i(1), i(2), i(3), i(4), j8)

∣∣∣∣∣ = O(n
1
2

∑4
l=1(al−1)).(B.65)

We note that Q∗(i(1), i(2), i(3), i(4), j8) 6= 0 only if (B.63) holds. Too see this,
suppose one index i1 only appears once in the four sets {i(1)}, {i(2)}, {i(3)}, {i(4)}.
For example i1 ∈ {i(1)}, but i1 6∈ ∪4

l=2{i(l)}. Then

Q∗(i(1), i(2), i(3), i(4), j8) = E(xi1,j1xi1,j2)× E(the remaining terms) = 0,

Therefore by (B.63) and Condition 2.1,

(B.65) = O(n
1
2

∑4
l=1(al−1)).(B.66)

Step II: order of p. To prove (B.64), it remains to show that for given
(i(1), i(2), i(3), i(4)), ∑

(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈J

Q∗(i(1), i(2), i(3), i(4), j8) = O(p4).(B.67)

Let µ be a positive constant same as in (B.46). Define an event Bc
J =

{Q∗(i(1), i(2), i(3), i(4), j8) = O(p−(8+µ))} and let BJ represent the comple-
ment set of Bc

J correspondingly. Note that∑
(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈J

Q∗(i(1), i(2), i(3), i(4), j8)× 1BcJ = O(p8p−(8+µ)) = o(1).
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Moreover by Condition 2.1, Q∗(i(1), i(2), i(3), i(4), j8) = O(1) always holds.
Thus to prove (B.67), it remains to show∑

(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈J

1BJ = O(p4).(B.68)

We write the ordered version of j8 = (j1, j2, j3, j4, j5, j6, j7, j8) as j̃8 = (j̃1, j̃2,
j̃3, j̃4, j̃5, j̃6, j̃7, j̃8), which satisfies j̃1 ≤ j̃2 ≤ j̃3 ≤ j̃4 ≤ j̃5 ≤ j̃6 ≤ j̃7 ≤ j̃8.
To facilitate the proof, we first introduce three claims below, which will
be proved later. In particular, for given j8, if 1BJ = 1, the corresponding
ordered tuple j̃8 of j8 satisfies the following three claims with D0 defined in
(B.46).

Claim 1 : For any index j̃k ∈ j̃8, if it has two neighbors j̃k−1 and j̃k+1,
its distances with the two neighbors j̃k−1 and j̃k+1 can not be bigger
than D0 together. That is, at least one of |j̃k−1 − j̃k| ≤ D0 and |j̃k −
j̃k+1| ≤ D0 is true. For j̃1 and j̃8 with only one neighbor, they satisfy
|j̃1 − j̃2| ≤ D0 and |j̃7 − j̃8| ≤ D0.

Claim 2 : For a pair of indexes (j̃k−1, j̃k) in j̃8, when j̃k−1 6= j̃k, if it has
two neighbors j̃k−2 and j̃k+1, the distances of the pair with the two
neighbors can not be bigger than D0 together. That is, at least one of
|j̃k−2 − j̃k−1| ≤ D0 and |j̃k − j̃k+1| ≤ D0 holds. For the pairs (j̃1, j̃2)
and (j̃7, j̃8) with only one neighbor, when j̃1 6= j̃2 and j̃7 6= j̃8, they
satisfy |j̃2 − j̃3| ≤ D0 and |j̃6 − j̃7| ≤ D0.

Claim 3 :

(a) For given {j̃4, j̃5, j̃6, j̃7, j̃8},∑
j̃1,j̃2,j̃3

1BJ∩{j̃1=j̃2} = O(p2),
∑

j̃1,j̃2,j̃3

1BJ∩{j̃1 6=j̃2} = O(pD2
0).

(b) For given {j̃1, j̃2, j̃3, j̃4, j̃5},∑
j̃6,j̃7,j̃8

1BJ∩{j̃7=j̃8} = O(p2),
∑

j̃6,j̃7,j̃8

1BJ∩{j̃7 6=j̃8} = O(pD2
0).

Given three claims above, we show (B.68) by discussing different cases.

1. When both j̃1 6= j̃2 and j̃7 6= j̃8, by Claim 3, we know the summation
over indexes (j̃1, j̃2, j̃3) is of order pD2

0 and the summation over indexes
(j̃6, j̃7, j̃8) is also of order pD2

0. Then we consider (j̃4, j̃5). When |j̃4 −
j̃5| ≤ D0, the summation is of order (pD2

0)× pD0× pD2
0 = p3D5

0 = p4.
When |j̃4 − j̃5| > D0, applying Claim 1 on j̃4 and j̃5 respectively, we
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know |j̃3− j̃4| ≤ D0 and |j̃5− j̃6| ≤ D0 hold. Therefore, the summation
is of order pD2

0 ×D0 × p×D0 × pD2
0 = p3D6

0 = p4. In summary,∑
(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈J

1BJ∩{j̃1 6=j̃2,j̃7 6=j̃8} = O(p4).

2. When only one of j̃1 6= j̃2 and j̃7 6= j̃8 holds, without loss of generality,
we consider j̃1 = j̃2 and j̃7 6= j̃8.

(a) When |j̃2 − j̃3| > D0, applying Claim 1 on j̃3, we know |j̃3 −
j̃4| ≤ D0. Then consider the pair (j̃3, j̃4). If j̃3 = j̃4, by Claim 1,
|j̃5− j̃4| ≤ D0 or |j̃5− j̃6| ≤ D0 holds. As j̃7 6= j̃8, by Claim 3, the
summation over (j̃6, j̃7, j̃8) is of order pD2

0. Therefore, the total
summation order is O(p × p × D0 × pD2

0) = O(p4). If j̃3 6= j̃4,
applying Claim 2 on the pair (j̃3, j̃4), we know |j̃4 − j̃5| ≤ D0

as we discuss |j̃2 − j̃3| > D0. Also, as j̃7 6= j̃8, by Claim 3, the
summation order over (j̃6, j̃7, j̃8) is O(pD2

0). Thus the total order
of summation is O(pD0pD

2
0pD

2
0) = O(p4). In summary,∑

(j1,j2),(j3,j4),
(j5,j6),(j7,j8)∈J

1{BJ∩{one of j̃1 6=j̃2 or j̃7 6=j̃8, |j̃2−j̃3|>D0}} = O(p4).

(b) When |j̃2 − j̃3| ≤ D0, the summation over j̃1, j̃2, j̃3 is of order
pD0. Then we consider j̃4, j̃5. If |j̃4 − j̃5| ≤ D0, the summation
over j̃1, j̃2, j̃3, j̃4, j̃5 is of order pD0pD0 = p2D2

0. As j̃7 6= j̃8, by
Claim 3, we know the summation order of j̃6, j̃7, j̃8 is pD2

0. Then
the total summation order of this case is O(1)p2D2

0pD
2
0 = O(p4).

If |j̃4 − j̃5| > D0, applying Claim 1 on j̃4 and j̃5 respectively, we
have |j̃3− j̃4| ≤ D0 and |j̃5− j̃6| ≤ D0. Also, as j̃7 6= j̃8, by Claim
3, we know the summation order of j̃6, j̃7, j̃8 is O(pD2

0). Then the
total summation order is O(1)pD0 × D0pD0 × pD2

0 = O(p4). In
summary,∑

(j1,j2),(j3,j4),
(j5,j6),(j7,j8)∈J

1{BJ∩{one of j̃1 6=j̃2 or j̃7 6=j̃8,|j̃2−j̃3|≤D0}} = O(p4).

3. When both j̃1 = j̃2 and j̃7 = j̃8, then we consider (j̃3, j̃4, j̃5, j̃6).

(a) If the number of distinct elements in {j̃3, j̃4, j̃5, j̃6} is smaller and
equal to 2, the order of summation over j̃3, j̃4, j̃5, j̃6 is O(p2). We
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use |{j̃3, j̃4, j̃5, j̃6}| ≤ 2 to represent this case, then∑
(j1,j2),(j3,j4),

(j5,j6),(j7,j8)∈J

1{BJ∩{j̃1=j̃2, j̃7=j̃8, |{j̃3,j̃4,j̃5,j̃6}|≤2}} = O(p4).

(b) If the number of distinct elements in {j̃3, j̃4, j̃5, j̃6} is 3, we use
|{j̃3, j̃4, j̃5, j̃6}| = 3 to represent this case. Then two of j̃3 6= j̃4,
j̃4 6= j̃5 and j̃5 6= j̃6 hold. We consider without loss of generality
j̃3 6= j̃4, j̃4 6= j̃5 and j̃5 = j̃6. We apply Claim 2 on the pair
(j̃3, j̃4) and Claim 1 on j̃3. Then at least two of |j̃2 − j̃3| ≤ D0,
|j̃3 − j̃4| ≤ D0 and |j̃4 − j̃5| ≤ D0 holds. Thus the summation
order is O(pD2

0p
2) = O(p4). In summary,∑

(j1,j2),(j3,j4),
(j5,j6),(j7,j8)∈J

1{BJ∩{j̃1=j̃2, j̃7=j̃8, |{j̃3,j̃4,j̃5,j̃6}|=3}} = O(p4).

(c) If the number of distinct elements in {j̃3, j̃4, j̃5, j̃6} is 4, we use
|{j̃3, j̃4, j̃5, j̃6}| = 4 to represent this case, and we know j̃3 6= j̃4,
j̃4 6= j̃5 and j̃5 6= j̃6. Applying Claim 2 on the pair (j̃3, j̃4), and
applying Claim 1 on the two single indexes j̃3 and j̃4 respectively,
we know at least two of |j̃2 − j̃3| ≤ D0, |j̃3 − j̃4| ≤ D0 and
|j̃4−j̃5| ≤ D0 hold. Therefore the summation over (j̃1, j̃2, j̃3, j̃4, j̃5)
is of order O(p× pD2

0) = O(p2D2
0). Then applying Claim 1 on j̃6,

we know at least one of |j̃5 − j̃6| ≤ D0 and |j̃6 − j̃7| ≤ D0 holds.
Then the total order of summation for this part is O(p2D2

0 ×
pD0) = O(p4), that is,∑

(j1,j2),(j3,j4),
(j5,j6),(j7,j8)∈J

1BJ∩{j̃1=j̃2, j̃7=j̃8, |{j̃3,j̃4,j̃5,j̃6}|=4} = O(p4).

Combining the results obtained, we know (B.68) is proved. Thus to prove
(B.67), it remains to prove the three claims above.

By the definition of Q∗(i(1), i(2), i(3), i(4), j8) in Section B.1.6,∣∣∣Q∗(i(1), i(2), i(3), i(4), j8)
∣∣∣ ≤ C∣∣∣E( 8∏

t=1

xk,j̃t

)∣∣∣.
Then it is sufficient to show that for given j8, when the ordered version j̃8

of j8 does not follow the three claims,∣∣∣E( 8∏
t=1

xk,j̃t

)∣∣∣ = O(p−(8+µ)).(B.69)
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Proof of Claim 1.

(1) When the index j̃k has two neighbors, we give the proof by an example
of k = 3. All the other cases can be obtained following similar analysis
without loss of generality. Suppose j̃3’s distances between its neighbors j̃2
and j̃4 are both bigger than D0, i.e., |j̃2− j̃3| > D0 and |j̃3− j̃4| > D0. Then
by Conditions 2.1, 2.2, and the α-mixing inequality in Lemma B.1,

∣∣∣E( 8∏
t=1

xk,j̃t

)∣∣∣
=

∣∣∣cov
( 3∏
t=1

xk,j̃t ,

8∏
t=4

xk,j̃t

)
+ E

( 3∏
t=1

xk,j̃t

)
× E

( 8∏
t=4

xk,j̃t

)∣∣∣
≤ Cδ

D0ε
2+ε + C × |cov(xk,j̃1xk,j̃2 , xk,j̃3) + E(xk,j̃1xk,j̃2)E(xk,j̃3)|

= O(p−(8+µ)) + C × |cov(xk,j̃1xk,j̃2 , xk,j̃3)|

= O(p−(8+µ)).

Thus (B.69) holds.
(2) For j̃1 and j̃8 with only one neighbor, we give the proof on j̃1, while

j̃8 can be proved similarly. By Conditions 2.1, 2.2, and Lemma B.1,

∣∣∣E( 8∏
t=1

xk,j̃t

)∣∣∣ =
∣∣∣cov

(
xk,j̃1 ,

8∏
t=2

xk,j̃t

)
+ E(xk,j̃1)× E

( 8∏
t=2

xk,j̃t

)∣∣∣
≤ Cδ

D0ε
2+ε + 0 ( E(xk,j̃1) = 0 )

= O(p−(8+µ)).

Thus (B.69) also holds.

Proof of Claim 2:.

(1) When the pair (j̃k−1, j̃k) has two neighbors, we give the proof by the
example when k = 5, i.e., we consider the pair (j̃4, j̃5). The other cases
can be proved similarly without loss of generality. Suppose j̃4 6= j̃5 with
|j̃3 − j̃4| > D0 and |j̃5 − j̃6| > D0. As E(xk,j̃4xk,j̃5) = 0 under H0, by
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Conditions 2.1 and 2.2, and Lemma B.1, we have

∣∣∣E( 8∏
t=1

xk,j̃t

)∣∣∣
=

∣∣∣cov
( 3∏
t=1

xk,j̃t ,
8∏
t=4

xk,j̃t

)
+ E

( 3∏
t=1

xk,j̃t

)
× E

( 8∏
t=4

xk,j̃t

)∣∣∣
≤ Cδ

D0ε
2+ε +

∣∣∣E( 3∏
t=1

xk,j̃t

)
×
{

cov
( 5∏
t=4

xk,j̃t ,
8∏
t=6

xk,j̃t

)
+ E

( 5∏
t=4

xj̃t

)
E
( 8∏
t=6

xk,j̃t

)}∣∣∣
= Cδ

D0ε
2+ε +

∣∣∣E(xk,j̃1xk,j̃2xj̃3)× {cov(xk,j̃4xk,j̃5 , xk,j̃6xk,j̃7xk,j̃8) + 0}
∣∣∣

≤ Cδ
D0ε
2+ε = O(p−(8+µ)).

Thus (B.69) holds.
(2) For the pairs (j̃1, j̃2) and (j̃7, j̃8) with only one neighbor, we give the

proof on (j̃1, j̃2), while the proof on (j̃7, j̃8) can be obtained similarly. If
j̃1 6= j̃2 and |j̃2− j̃3| > D0, as E(xk,j̃1xk,j̃2) = 0 under H0, by Conditions 2.1
and 2.2, and the α-mixing inequality in Lemma B.1, we have

∣∣∣E( 8∏
t=1

xk,j̃t

)∣∣∣ =
∣∣∣cov

( 2∏
t=1

xk,j̃t ,

8∏
t=3

xj̃t

)
+ E

( 2∏
t=1

xk,j̃t

)
E
( 8∏
t=3

xj̃t

)∣∣∣
≤ Cδ

D0ε
2+ε = O(Cp−(8+µ)).

Thus (B.69) holds.

Proof of Claim 3:. The Claim 3 (a) is obtained by applying Claim 1 on the
j̃1 and Claim 2 on the pair (j̃1, j̃2) when j̃1 6= j̃2. The Claim 3 (b) is also
obtained similarly.

Proof under Condition 2.2∗. In this section, we prove Lemma A.6 by sub-
stituting Condition 2.2 with Condition 2.2∗. Similarly to Section B.1.5, the
proof under Condition 2.2∗ follows similarly to the proof under the in-
dependence case in Section B.1.6. In particular, we note that Condition
2.2∗ implies that if one of the indexes in {j1, . . . , j8} only appears once,
E(
∏8
r=1 xk,jr) = 0. Therefore when E(

∏8
r=1 xk,jr) 6= 0, (B.62) holds. Also

following similar analysis, we know (B.63) holds by Condition 2.2∗ and
E(x1,j1x1,j2) = 0 for j1 6= j2. Combining (B.62) and (B.63), Lemma A.6
is proved.

B.2. Lemmas for the proof of Theorem 2.3.
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B.2.1. Proof of Lemma A.7 (on Page 43, Section A.3). For easy illus-
tration, we first prove Lemma A.7 when m = 1 in Section B.2.1, and next
present the proof for m > 1 in Section B.2.1.

Proof for m = 1. Specifically, in this section, we prove∣∣∣P(M̂n

n
> yp,

Ũ(a)

σ(a)
≤ 2z

)
− P

(M̂n

n
> yp

)
P
( Ũ(a)

σ(a)
≤ 2z

)∣∣∣→ 0.

Note that by definitions in (A.8) and (A.9),

P
(M̂n

n
> yp,

Ũ(a)

σ(a)
≤ 2z

)
(B.70)

= P
(

max
1≤l≤q

(Ĝl)
2 > nyp, (σ(a)Pna )−1

q∑
m=1

Uam ≤ z
)

= P
({
∪ql=1 {(Ĝl)

2 > nyp}
}
∩
{

(σ(a)Pna )−1
q∑

m=1

Uam ≤ z
})
.

Define the events El = {(Ĝl)2 > nyp} ∩ {(σ(a)Pna )−1
∑q

m=1 U
a
m ≤ z}, then

we have

(B.70) = P (∪ql=1El).(B.71)

We next examine the upper and lower bounds of (B.71). Particularly, using
the Bonferroni’s inequality, for any even number d < [q/2], we obtain

d∑
s=1

(−1)s−1
∑

1≤l1<...<ls≤q
P (∩st=1Elt) ≤ P ( ∪ql=1El )(B.72)

≤
d−1∑
s=1

(−1)s−1
∑

1≤l1<...<ls≤q
P (∩st=1Elt).

We consider d = O(log1/5 p) below. The following proof proceeds by exam-
ining the upper and lower bounds of P (∩st=1Elt) first and combining them
based on (B.72).

To facilitate the discussion, we define some notation. Let

Hd =
d∑
s=1

(−1)s−1
∑

1≤l1<...<ls≤q
P (∩st=1{(Ĝlt)2 > nyp}).



112 HE ET AL.

By the Bonferroni’s inequality, we have

Hd ≤ P ( ∪ql=1{(Ĝl)
2 > nyp} ) ≤ Hd−1.(B.73)

Given l1, . . . , ls, we define two index sets: Is = {(j1
lt
, j2
lt

), 1 ≤ t ≤ s} and
correspondingly

LIs = {(j1, j2) : (j1, j2) ∩ (u, t) 6= ∅, (u, t) ∈ Is and (j1, j2) ∈ L},(B.74)

where L is defined in (A.7). (B.74) suggests that LIs contains all the index
pairs that have overlap with the index pairs in Is. Note that the definitions
of Is and LIs depend on the given indexes l1, . . . , ls; for the simplicity of
notation, we write Is and LIs in this proof without ambiguity. It follows
that

q∑
m=1

Uam =
∑

(j1l ,j
2
l )∈LIs

Ual +
∑

(j1l ,j
2
l )∈L\LIs

Ual .(B.75)

The cardinality of LIs is no greater than 2ps by construction. Furthermore,
2ps ≤ 2pd as s ≤ d. Note that the indexes in Is and L\LIs have no intersec-
tion. By this construction and the independence assumption in Condition
2.3, for any finite integers a1, a2 ≥ 1, we know

{Ua1l , (j1
l , j

2
l ) ∈ Is} and {Ua2l , (j1

l , j
2
l ) ∈ L\LIs}

are independent.
We next examine the upper bound of P (∩st=1Elt). By the definition of El

and (B.75),

P (∩st=1Elt)(B.76)

= P

( s⋂
t=1

{{
(σ(a)Pna )−1

q∑
m=1

Uam ≤ z
}⋂
{(Ĝlt)2 > nyp}

})

= P

( s⋂
t=1

{{
(σ(a)Pna )−1

[ ∑
(j1l ,j

2
l )∈LIs

Ual +
∑

(j1l ,j
2
l )∈L\LIs

Ual

]
≤ z
}

⋂
{(Ĝlt)2 > nyp}

})
.

Let Γp represent a number of order Θ{(log p)−1/2} and we have{
(σ(a)Pna )−1

( ∑
(j1l ,j

2
l )∈LIs

Ual +
∑

(j1l ,j
2
l )∈L\LIs

Ual

)
≤ z
}

⊆
{

(σ(a)Pna )−1
∣∣∣ ∑

(j1l ,j
2
l )∈LIs

Ual

∣∣∣ ≥ Γp

}⋃{
(σ(a)Pna )−1

∑
(j1l ,j

2
l )∈L\LIs

Ual ≤ Γp + z
}
.



ASYMPTOTICALLY INDEPENDENT U-STATISTICS 113

Thus (B.76) has the following upper bound,

(B.76) ≤ P
({
∩st=1 {(Ĝlt)2 > nyp}

}⋂{
(σ(a)Pna )−1

∣∣∣ ∑
(j1l ,j

2
l )∈LIs

Ual

∣∣∣ ≥ Γp

})
+ P

({
∩st=1 {(Ĝlt)2 > nyp}

}⋂{
(σ(a)Pna )−1

∑
(j1l ,j

2
l )∈L\LIs

Ual ≤ Γp + z
})
.

In addition, we note that {Ĝl, (j1
l , j

2
l ) ∈ Is} and {Ual , (j1

l , j
2
l ) ∈ L\LIs}

are independent, because of Is ∩ (L\LIs) = ∅ by the construction and the
independence assumption in Condition 2.3. It follows that

(B.76) ≤ Ps + PysP+z,(B.77)

where for simplicity we define

Ps = P
({

(σ(a)Pna )−1
∣∣∣ ∑

(j1l ,j
2
l )∈LIs

Ual

∣∣∣ ≥ Γp

})
,(B.78)

Pys = P
( s⋂
t=1

{(Ĝlt)2 > nyp}
)
,

P+z = P
({

(σ(a)Pna )−1
∑

(j1l ,j
2
l )∈L\LIs

Ual ≤ Γp + z
})
.

Note that although the notation Pys, P+z and Ps in (B.78) suppress their
dependence on the specific choice of (l1, . . . , ls), this will not influence the
proof due to the i.i.d. assumption in Condition 2.3.

Similarly we examine the lower bound of P (∩st=1Elt). In particular,{
(σ(a)Pna )−1

∑
(j1l ,j

2
l )∈L\LIs

Ual ≤ z − Γp

}

⊆
{

(σ(a)Pna )−1
∣∣∣ ∑

(j1l ,j
2
l )∈LIs

Ual

∣∣∣ ≥ Γp

}⋃{
(σ(a)Pna )−1

q∑
m=1

Uam ≤ z
}
.

Then (B.76) has the following lower bound,

(B.76) ≥ − P
({
∩st=1 {(Ĝlt)2 > nyp}

}⋂{
(σ(a)Pna )−1

∣∣∣ ∑
(j1l ,j

2
l )∈LIs

Ual

∣∣∣ ≥ Γp

})
+ P

({
∩st=1 {(Ĝlt)2 > nyp}

}⋂{
(σ(a)Pna )−1

∑
(j1l ,j

2
l )∈L\LIs

Ual ≤ z − Γp

})
.
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Similarly to (B.77), by the independence between {Ĝl, (j1
l , j

2
l ) ∈ Is} and

{Ual , (j1
l , j

2
l ) ∈ L\LIs}, we obtain

(B.76) ≥ Pys × P−z − Ps,(B.79)

where Pys and Ps are defined same as in (B.78), and we define

P−z = P
(

(σ(a)Pna )−1
∑

(j1l ,j
2
l )∈L\LIs

Ual ≤ z − Γp

)
.

We have obtained the upper and lower bounds of P (∩st=1Elt) in (B.77)
and (B.79) respectively. We next prove that P+z in (B.77) and P−z in (B.79)
are close in the sense that there exists some constant C > 0,

|P+z − Pz| ≤ C × Γp and |P−z − Pz| ≤ C × Γp,(B.80)

where we define Pz = P ((σ(a)Pna )−1
∑q

m=1 U
a
m ≤ z). To obtain (B.80), we

note that
∑

(j1l ,j
2
l )∈LIs

Ual is a summation over index pairs in LIs , and LIs is of

size 2ps, which is o(p2) as s ≤ d and d = O(log5 p). Following similar analysis

of Ũ∗(a)/σ(a)
P−→ 0 in Lemma A.1, we know (σ(a)Pna )−1

∑
(j1l ,j

2
l )∈LIs

Ual
P−→

0. Moreover, by Ũ(a) = 2(Pna )−1
∑q

l=1 U
a
l in (A.8), Γp = Θ(log−1/2 p) and

the convergence result in (A.6), we have for given z,

|P+z−Φ(2z+2Γp)| ≤ CΓp, |P−z−Φ(2z−2Γp)| ≤ CΓp, |Pz−Φ(2z)| ≤ CΓp.

As |Φ(2z + 2Γp) − Φ(2z)| ≤ CΓp for given z, |P+z − Pz| ≤ |P+z − Φ(2z +
2Γp)| + |Φ(2z + 2Γp) − Φ(2z)| + |Pz − Φ(2z)| ≤ CΓp. Similarly, as |Φ(2z −
2Γp)− Φ(2z)| ≤ CΓp, |P−z − Pz| ≤ CΓp. Therefore (B.80) is obtained.

In summary, given (B.77), (B.79) and (B.80), we have

|P (∩st=1Elt)− Pys × Pz| ≤ Ps + C × Γp × Pys.

Given the above property of P (∩st=1Elt), we next derive an upper bound of
(B.71) based on the relationship in (B.72). Specifically,

P (∪ql=1El)

≤
d−1∑
s=1

(−1)s−1
∑

1≤l1<...<ls≤q
P (∩st=1Elt)

≤
d−1∑
s=1

(−1)s−1
∑

1≤l1<...<ls≤q
{PysPz + (−1)s−1 × [CΓp × Pys + Ps]}

≤ Hd−1 × Pz +
d−1∑
s=1

∑
1≤l1<...<ls≤q

(C × Γp × Pys + Ps),(B.81)
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where the last inequality uses the notation in (B.73), i.e.,

Hd−1 =

d−1∑
s=1

(−1)s−1
∑

1≤l1<...<ls≤q
Pys,(B.82)

and the fact that Pz does not depend on l1, . . . , ls in summation. From
(B.73), we know Hd−1 ≤ Py + |Hd−1 −Hd|, where we define

Py = P
( q⋃

l=1

{(Ĝl)2 > nyp}
)
.(B.83)

As a result, we have

(B.81) ≤ Py × Pz + |Hd−1 −Hd| × Pz +
d−1∑
s=1

∑
1≤l1<...<ls≤q

(CΓpPys + Ps).

Next we prove |Hd−1 − Hd| × Pz → 0,
∑d−1

s=1

∑
1≤l1<...<ls≤q Γp × Pys → 0

and
∑d−1

s=1

∑
1≤l1<...<ls≤q Ps → 0 by the following three Lemmas B.5–B.7,

respectively.

Lemma B.5. Under the conditions of Theorem 2.3, when s = O(log1/5 p),

∑
1≤l1<...<ls≤q

P
( s⋂
t=1

{(Ĝlt)2/n ≥ 4 log p− log log p+ y}
)

=
1

s!

( 1

2
√

2π
e−

y
2

)s
(1 + o(1)) + o(1).

Proof. See Section B.2.2 on Page 119.

Lemma B.6. Under the conditions of Theorem 2.3, when d = O(log1/5 p),

d−1∑
s=1

∑
1≤l1<...<ls≤q

P
( s⋂
t=1

{(Ĝlt)2/n ≥ 4 log p− log log p+ y}
)

=
d−1∑
s=1

1

s!

( 1

2
√

2π
e−y/2

)s
{1 + o(1)}+ o(1).

Proof. See Section B.2.3 on Page 124.
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Lemma B.7. Under the conditions of Theorem 2.3,

d−1∑
s=1

∑
1≤l1<...<ls≤q

P
({

(σ(a)Pna )−1
∣∣∣ ∑

(j1l ,j
2
l )∈LIs

Ual

∣∣∣ ≥ Γp

})
→ 0,

where LIs is defined in (B.74), d = O(log1/5 p), q =
(
p
2

)
and Γp = Θ(log−1/2 p).

Proof. See Section B.2.4 on Page 125.

First, we show |Hd−1 −Hd| × Pz → 0. By Lemma B.5, when d→∞,

|Hd−1 −Hd| =
∑

1≤l1<...<ld≤q
P
( d⋂
t=1

{(Ĝlt)2 > nyp}
)

≤ C
1

d!

( 1

2
√

2π
e−y/2

)d
≤ Ce×

( e1−y/2

2
√

2πd

)d
→ 0,

where the last inequality follows from d! ≥ e(d/e)d. Second, we show that∑d−1
s=1

∑
1≤l1<...<ls≤q ΓpPys → 0. By the definition of Pys in (B.78), and

Lemma B.5,
∑d−1

s=1

∑
1≤l1<...<ls≤q ΓpPys = Γp

∑d−1
s=1

1
s!(

1
2
√

2π
e−y/2)s + o(1)→

0, where we use Γp = Θ(log−1/2 p)→ 0 and
∑d−1

s=1
1
s!(

1
2
√

2π
e−y/2)s <∞ from

s! ≥ e(s/e)s. Third, we obtain
∑d−1

s=1

∑
1≤l1<...<ls≤q Ps → 0 directly from

Lemma B.7 following the notation Ps in (B.78).
In summary, the analysis above shows that P (∪ql=1El) ≤ Py × Pz + o(1).

On the other hand, following similar arguments, we can obtain P (∪ql=1El) ≥
Py × Pz + o(1). Therefore, |P (∪ql=1El)− Py × Pz| → 0 is obtained, that is,

∣∣∣P (∪ql=1El)− P ( ∪ql=1{(Ĝl)
2 > nyp} )P

({
(σ(a)Pna )−1

q∑
m=1

Uam ≤ z
})∣∣∣→ 0.

Recall the notation in (B.70) and (B.71). We then know Lemma A.7 is
proved for m = 1.

Proof for m > 1. We still use the notation defined in Section A.3, where
Uarl and Ũ(ar) for r = 1, . . . ,m follow the definitions in (A.8) and (2.5)
respectively. To prove Lemma A.7 for m > 1, we note that similarly to
(B.71), we can write

P
(M̂n

n
> yp,

Ũ(a1)

σ(a1)
≤ 2z1, . . . ,

Ũ(am)

σ(am)
≤ 2zm

)
= P (∪ql=1El),(B.84)
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where we redefine the events

El =
m⋂
r=1

{
(σ(ar)P

n
ar)
−1

q∑
v=1

Uarv ≤ zr
}
∩ {(Ĝl)2 > nyp}.

It follows that (B.72) and (B.73) still hold. For given l1, . . . , ls, we define Is
and LIs same as in (B.74). Then for r = 1, . . . ,m, we write

q∑
v=1

Uarv =
∑

(j1l ,j
2
l )∈LIs

Uarl +
∑

(j1l ,j
2
l )∈L\LIs

Uarl .

By the construction of LIs and the independence assumption in Condition
2.3, we know

∪mr=1{U
ar
l , (j1

l , j
2
l ) ∈ Is} and ∪mr=1 {U

ar
l , (j1

l , j
2
l ) ∈ L\LIs}

are independent.
Similarly to (B.76), given l1, . . . , ls, we have

P (∩st=1Elt)(B.85)

= P

( m⋂
r=1

{
(σ(ar)P

n
ar)
−1
[ ∑

(j1l ,j
2
l )∈LIs

Uarl +
∑

(j1l ,j
2
l )∈L\LIs

Uarl

]
≤ zr

}
∩ {∩st=1{(Ĝlt)2 > nyp}}

)
.

We take Γp same as in Section B.2.1 with Γp = Θ{(log p)−1/2}. Then for
each r = 1, . . . ,m, we have{

(σ(ar)P
n
ar)
−1
[ ∑

(j1l ,j
2
l )∈LIs

Uarl +
∑

(j1l ,j
2
l )∈L\LIs

Uarl

]
≤ zr

}
⊆
{

(σ(ar)P
n
ar)
−1
∣∣∣ ∑

(j1l ,j
2
l )∈LIs

Uarl

∣∣∣ ≥ Γp

}⋃{
(σ(ar)P

n
ar)
−1

∑
(j1l ,j

2
l )∈L\LIs

Uarl ≤ Γp + zr

}
,

and {
(σ(ar)P

n
ar)
−1

∑
(j1l ,j

2
l )∈L\LIs

Uarl ≤ zr − Γp

}

⊆
{

(σ(ar)P
n
ar)
−1
∣∣∣ ∑

(j1l ,j
2
l )∈LIs

Uarl

∣∣∣ ≥ Γp

}⋃{
(σ(ar)P

n
ar)
−1

q∑
v=1

Uarv ≤ zr
}
.
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Therefore similarly to (B.77) and (B.79), we know

(B.85) ≤ PysP+z +
m∑
r=1

Psr , (B.85) ≥ PysP−z −
( m∑
r=1

Psr

)
,(B.86)

where Pys is defined in (B.78) and we further define

P+z = P
( m⋂
r=1

{
(σ(ar)P

n
ar)
−1

∑
(j1l ,j

2
l )∈L\LIs

Uarl ≤ zr + Γp

})
,

Psr = P
(

(σ(ar)P
n
ar)
−1
∣∣∣ ∑

(j1l ,j
2
l )∈LIs

Uarl

∣∣∣ ≥ Γp

)
,

P−z = P
( m⋂
r=1

{
(σ(ar)P

n
ar)
−1

∑
(j1l ,j

2
l )∈L\LIs

Uarl ≤ zr − Γp

})
.

We note that the cardinality of LIs is no greater than 2ps which is o(p2).

Similarly to Section B.2.1, we know (σ(ar)P
n
ar)
−1 ×

∑
(j1l ,j

2
l )∈L\LIs

Uarl
P−→ 0

for r = 1, . . . ,m. Combined with Theorem 2.1, we know {(σ(ar)P
n
ar)
−1 ×∑

(j1l ,j
2
l )∈L\LIs

Uarl : r = 1, . . . ,m} converges to N (0, Im) and thus are

asymptotically independent. We then have∣∣∣P+z −
m∏
r=1

P+zr

∣∣∣→ 0,
∣∣∣P−z − m∏

r=1

P−zr

∣∣∣→ 0,(B.87)

where we define

P+zr =P
(

(σ(ar)P
n
ar)
−1

∑
(j1l ,j

2
l )∈L\LIs

Uarl ≤ zr + Γp

)
,

P−zr =P
(

(σ(ar)P
n
ar)
−1

∑
(j1l ,j

2
l )∈L\LIs

Uarl ≤ zr − Γp

)
.

Similarly to (B.80), for each r = 1, . . . ,m, we have

|P+zr − Pzr | ≤ CΓp and |P−zr − Pzr | ≤ CΓp,(B.88)

where we define Pzr = P ((σ(ar)P
n
ar)
−1
∑q

v=1 U
ar
v ≤ zr). Combining (B.87)

and (B.88), we have∣∣∣P+z −
m∏
r=1

Pzr

∣∣∣→ 0 and
∣∣∣P−z − m∏

r=1

Pzr

∣∣∣→ 0.
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By (B.86) and (B.88),∣∣∣(B.85)− Pys
m∏
r=1

Pzr

∣∣∣ ≤ o(1)Pys +
m∑
r=1

Psr .(B.89)

Given (B.89), similarly to (B.81), we have

P (∪ql=1El)

≤
d−1∑
s=1

(−1)s−1
∑

1≤l1<...<ls≤q

{
Pys

m∏
r=1

Pzr + (−1)s−1 ×
[
o(1)Pys +

m∑
r=1

Psr

]}

≤ Hd−1

m∏
r=1

Pzr +
d−1∑
s=1

∑
1≤l1<...<ls≤q

{
o(1)Pys +

m∑
r=1

Psr

}

≤ Py

m∏
r=1

Pzr + |Hd−1 −Hd|
m∏
r=1

Pzr +
d−1∑
s=1

∑
1≤l1<...<ls≤q

{
o(1)Pys +

m∑
r=1

Psr

}
,

where Hd−1 follows the definition in (B.82) and we use (B.73) and the def-
inition (B.83) in the last inequality. By Lemma B.5, |Hd−1 − Hd| → 0; by
Lemma B.6, o(1)

∑d−1
s=1

∑
1≤l1<...<ls≤q Pys → 0; by Lemma B.7,

∑m
r=1

∑d−1
s=1

∑
1≤l1<...<ls≤q Psr =→

0.
In summary, we have shown that P (∪ql=1El) ≤ Py×

∏m
r=1 Pzr+o(1). More-

over, following similar arguments, we have P (∪ql=1El) ≥ Py×
∏m
r=1 Pzr+o(1).

Therefore, |P (∪ql=1El)− Py ×
∏m
r=1 Pzr | → 0 is obtained, that is,∣∣∣P (∪ql=1El)− P (∪ql=1{(Ĝl)

2 > nyp})
m∏
r=1

P ((σ(ar)P
n
ar)
−1

q∑
v=1

Uarv ≤ zr)
∣∣∣→ 0.

Since (B.84) = P (∪ql=1El), {M̂n/n > yp} = ∪ql=1{(Ĝl)
2 > nyp} and Ũ(ar) =

2(Pnar)
−1
∑q

v=1 U
ar
v , we know Lemma A.7 is proved for m > 1.

B.2.2. Proof of Lemma B.5 (on Page 115, Section B.2.1). In this section,
we prove Lemma B.5. The proof will use Lemmas B.2.2 and B.2.2, which
will be presented and proved in Sections B.2.2 and B.2.2, respectively.

Proof. Following the definitions in (A.9), Ĝl will not change if xi,j is
scaled by its standard deviation σj,j . Thus in the discussion below, we assume
without loss of generality that σj,j = 1, j = 1, . . . , p for the simplicity of
representation.

Given i and 1 ≤ l1 < . . . < ls ≤ q, we define X̌i,j1lt ,j2lt = xi,j1l1
xi,j2l1

×
1{|xi,j1ltxi,j2lt | ≤ τn} for t = 1, . . . , s, Wi = (X̌i,j1l1 ,j2l1

, . . . , X̌i,j1ls ,j2ls )
ᵀ, and let
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|Wi|min denote the minimum absolute value of the entries in the vector Wi.
It follows that P (∩st=1{(Ĝlt)2/n ≥ 4 log p−log log p+y}) = P (|

∑n
i=1 Wi|min ≥√

ny
1/2
p ), where yp is defined in (A.10).

We prove Lemma B.5 through examining Wi, i = 1, . . . , n. Since Wi’s are
independent and identically distributed random vectors, cov(

∑n
i=1 Wi) =

n× cov(W1). We apply Theorem 1.1 in [81] and obtain

P
(∣∣∣ n∑

i=1

Wi

∣∣∣
min
≥
√
ny1/2

p

)
(B.90)

≤ P
(
|Ns|min ≥

√
ny1/2

p − ε
√
n(log p)−1/2

)
+

c1s
5/2 exp

(
− n1/2ε

c2s5/2τn(log p)1/2

)
,

where c1 and c2 are positive constants; ε→ 0, which will be specified later;
and Ns := (Nl1 , . . . , Nls)

ᵀ follows multivariate normal distribution with
E(Ns) = 0 and cov(Ns) = cov(

∑n
i=1 Wi) = n × cov(W1). Moreover, we

apply Theorem 1.1 in [81] in terms of lower bound and obtain

P

(∣∣∣ n∑
i=1

Wi

∣∣∣
min
≥
√
ny1/2

p

)

≥ P
(
|Ns|min ≥

√
ny1/2

p + ε
√
n(log p)−1/2

)
− c1s

5/2 exp

(
− n1/2ε

c2s5/2τn(log p)1/2

)
.

As s = O(log1/5 p), log p = o(n1/7), and τn = τ log(p + n), when ε → 0
sufficiently slow, there exists a constant M > 0 such that

c1s
5/2 exp

(
− εn1/2

c2s5/2τn(log p)1/2

)
= O(1)e−Mn3/14

.

Therefore, for s = O(log1/5 p),

∑
1≤l1<...<ls≤q

c1s
5/2 exp

(
− εn1/2

c2s5/2τn(log p)1/2

)
(B.91)

= O(1)qs × e−Mn3/14
= O(1)e−Mn3/14+2s log p = o(1).

In summary, by (B.91) and Lemma B.8 in Section B.2.2 below, Lemma B.5
is proved.
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Lemma B.8 and its proof.

Lemma B.8. For s = O(log1/5 p) and Ns in (B.90),∑
1≤l1<...<ls≤q

P
[
|Ns|min ≥

√
n{y1/2

p ± ε(log p)−1/2}
]
' 1

s!

{ 1

2
√

2π
exp

(
− y

2

)}s
.

Proof. We write vp = y
1/2
p ± ε(log p)−1/2, which represents two numbers

in this proof. Since the proof below will be the same for the two numbers
respectively, we abuse the use of notation vp below.

We define Us = cov(W1), where W1 is defined in Section B.2.2. By the
density of multivariate normal,

P
(
|Ns|min ≥

√
n(y1/2

p ± ε(log p)−1/2)
)

= P

(
1√
n
|Ns|min ≥ y1/2

p ± ε(log p)−1/2

)

=
1

(2π)s/2|Us|1/2

∫
|ymin|≥vp

exp
(
− 1

2
yᵀ(Us)

−1y
)
dy

=
1

(2π)s/2

∫
|U1/2

s zmin|≥vp
exp

(
− 1

2
zᵀz
)
dz.(B.92)

We note that ZP,1 ≤ (B.92) ≤ ZP,1 + ZP,2, where we define

ZP,1 =
1

(2π)s/2

∫
|U1/2

s z|min≥vp,|z|max≤4
√
s log p

exp
(
− 1

2
zᵀz
)
dz,

ZP,2 =
1

(2π)s/2

∫
|z|max>4

√
s log p

exp
(
− 1

2
zᵀz
)
dz.

To prove Lemma B.8, we show ZP,2 = o(1){ 1√
2πp2

e−y/2}s and ZP,1 ' { 1√
2πp2

e−y/2}s

respectively in the following.
We first prove ZP,2 = o(1){ 1√

2πp2
e−y/2}s. Let z ∼ N (0, 1). By the prop-

erty of standard normal distribution, we have

P (z > t) ' (
√

2πt)−1e−t
2/2 as t→ +∞.(B.93)

It follows that

ZP,2 = s× P (|z| > 4
√
s log p)(B.94)

' s× 2√
2π × 4

√
s log p

exp(−8s log p)

=
1

2
√

2π

√
s

log p
× p−8s = o(1)

{ 1√
2πp2

e−y/2
}s
.
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Next we prove ZP,1 ' { 1√
2πp2

e−y/2}s. Note that

ZP,1 =
1

(2π)s/2

∫
|z+(U

1/2
s −Is)z|min≥vp,|z|max≤4

√
s log p

exp
(
− zᵀz

2

)
dz

≤ 1

(2π)s/2

∫
|z|min≥vp−|(U

1/2
s −Is)z|max;|z|max≤4

√
s log p

exp
(
− zᵀz

2

)
dy,

where Is represents an identity matrix of size s×s. When |z|max ≤ 4
√
s log p,

we have |(U1/2
s −Is)z|max ≤ 4Cs

√
s log p(p+n)−c0τ by Lemma B.9 in Section

B.2.2 below. It follows that

ZP,1 ≤
1

(2π)s/2

∫
|z|min≥ṽp

exp
(
− zᵀz

2

)
dy,(B.95)

where we define ṽp = vp− 4Cs
√
s log p(p+n)−c0τ . We set τ as a sufficiently

large constant such that s
√
s log p = o{(p + n)c0τ}, then ṽp = 2

√
log p{1 +

o(1)}. By (B.93) and (B.95),

ZP,1 ≤
{ 2√

2πṽp
exp(−ṽ2

p/2)
}s

=
{

2
1 + o(1)√
2π
√

4 log p
exp

(
− 2 log p+ (log log p)/2− y/2 + o(1)

)}s
=
{ 1√

2πp2
e−y/2

}s
{1 + o(1)}.

Similarly, we have

ZP,1 ≥
1

(2π)s/2

∫
|z|min≥vp+|(U1/2

s −Is)z|max,|z|max≤4
√
s log p

exp
(
− zᵀz

2

)
dy

≥ 1

(2π)s/2

∫
|z|min≥vp+4Cs

√
s log p(p+n)−τ/2

exp
(
− zᵀz

2

)
dy − ZP,2

=
{ 1√

2πp2
e−y/2

}s
{1 + o(1)}.

We therefore obtain ZP,1 ' { 1√
2πp2

e−y/2}s.
Since ZP,1 ≤ (B.92) ≤ ZP,1 + ZP,2, ZP,1 ' { 1√

2πp2
e−y/2}s and ZP,2 =

o(1){ 1√
2πp2

e−y/2}s, we obtain (B.92) ' { 1√
2πp2

e−y/2}s. It follows that as
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p→∞ and s = O(log1/5 p),∑
1≤l1<...<ls≤q

P
(
|Ns|min ≥

√
n(y1/2

p ± ε(log p)−1/2)
)

=

(
q

s

){ 1√
2πp2

exp(−y/2)
}s
{1 + o(1)}

(
q =

p(p− 1)

2

)
=

1

s!

{ 1

2
√

2π
exp(−y/2)

}s
{1 + o(1)}.

Lemma B.9 and its proof.

Lemma B.9. For Us in Section B.2.2, there exist some positive constants

C and c0 such that |U1/2
s − Is|max ≤ C(p+ n)−c0τ , where | · |max represents

the element-wise maximum absolute value, and τ is the constant satisfying
τn = τ log(p+ n) from (A.9).

Proof. Recall that Us = cov(W1) and W1 = (X̌1,j1l1
,j2l1
, . . . , X̌1,j1ls ,j

2
ls

)

for given 1 ≤ l1 < . . . < ls ≤ q, which is defined at the beginning of Section
B.2.2. To prove Lemma B.9, we prove |Us − Is|max ≤ C(p + n)−c0τ first.
Specifically, we show the diagonal and off-diagonal elements of cov(W1)−Is
are bounded by C(p+ n)−c0τ respectively.

First we show for given (j1
l , j

2
l ), |var(X̌1,j1l ,j

2
l
) − 1| ≤ C(p + n)−c0τ . By

the independence assumption in Condition 2.3 and σj,j = 1 for j = 1, . . . , p,
we know var(x1,j1l

x1,j2l
) = 1; by E(x1,j1l

x1,j2l
) = 0, we have var(x1,j1l

x1,j2l
) =

E{(x1,j1l
x1,j2l

)2}. It follows that∣∣∣var(X̌1,j1l ,j
2
l
)− 1

∣∣∣ =
∣∣∣var(X̌1,j1l ,j

2
l
)− var(x1,j1l

x1,j2l
)
∣∣∣

=
∣∣∣E{(X̌1,j1l ,j

2
l
)2
}
−
{

E(X̌1,j1l ,j
2
l
)
}2
− E

{
(x1,j1l

x1,j2l
)2
}∣∣∣

≤
∣∣∣E{(X̌1,j1l ,j

2
l
)2
}
− E

{
(x1,j1l

xi,j2l
)2
}∣∣∣+

∣∣∣E(X̌1,j1l ,j
2
l
)
∣∣∣2,(B.96)

where we use var(x1,j1l
x1,j2l

) = 1 in the first equation; and we use the def-

inition of var(X̌1,j1l ,j
2
l
) and var(x1,j1l

x1,j2l
) = E{(x1,j1l

x1,j2l
)2} in the second

equation. Recall the definition X̌1,j1l ,j
2
l

= x1,j1l
x1,j2l

×1{|x1,j1l
x1,j2l
| ≤ τn}. We

then have ∣∣∣E{(x1,j1l
x1,j2l

)2
}
− E

{
(X̌1,j1l ,j

2
l
)2
}∣∣∣(B.97)

=
∣∣∣E[(x1,j1l

x1,j2l
)21{|x1,j1l

x1,j2l
| > τn}

]∣∣∣,
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and |E(X̌1,j1l ,j
2
l
)| = |E(x1,j1l

x1,j2l
× 1{|x1,j1l

x1,j2l
| > τn})| as E(x1,j1l

x1,j2l
) = 0.

Since 1{|x1,j1l
x1,j2l
| > τn}) ≤ 1{|x1,j1l

| > √τn}+ 1{|x1,j2l
| > √τn}, and x1,j1l

and x1,j2l
are i.i.d. by Condition 2.3, by Hölder’s inequality, we know

(B.97) ≤ C × E
(
x2

1,j1l
1{|x1,j1l

| >
√
τn}
)
× E(x2

1,j2l
)(B.98)

≤ C × {E(x4
1,j1l

)P (|x1,j1l
| >
√
τn})}1/2 × E(x2

1,j2l
),

and also ∣∣∣E(X̌1,j1l ,j
2
l
)
∣∣∣ ≤ C × {E(x2

1,j1l
)P (|x1,j1l

| >
√
τn})}1/2 × E(|x1,j2l

|).(B.99)

By Markov’s inequality, P (|x1,j1l
| > √τn}) ≤ E{exp(t0x

2
1,j1l

)} exp(−t0τn),

where t0 is given in Condition 2.3. Combining (B.96)–(B.99), we obtain
that there exists some positive constants C and c0 such that

(B.96) ≤ C × {E(exp(t0x
2
1,j1l

)) exp(−t0τn)}1/2 ≤ C(p+ n)−c0τ ,

where we use the assumption that x1,j1l
and x1,j2l

are i.i.d. and E{exp(t0x
2
1,j1l

)} <
∞ as Condition 2.3 holds for ϑ = 2.

Second, we prove that for given l1 6= l2, there exist some positive constants
C and c0 such that |cov(X̌1,j1l1

,j2l1
, X̌1,j1l2

,j2l2
)| ≤ C(p + n)−c0τ . We note that

under H0, cov(x1,j1l1
x1,j2l1

, x1,j1l2
x1,j2l2

) = E(x1,j1l1
x1,j2l1

x1,j1l2
x1,j2l2

) = 0 as j1
l1
6=

j2
l1

and j1
l2
6= j2

l2
. It follows that∣∣∣cov(X̌1,j1l1

,j2l1
, X̌1,j1l2

,j2l2
)
∣∣∣

=
∣∣∣cov(X̌1,j1l1

,j2l1
, X̌1,j1l2

,j2l2
)− E(x1,j1l1

x1,j2l1
x1,j1l2

x1,j2l2
)
∣∣∣

≤
∣∣∣E(X̌1,j1l1

,j2l1
X̌1,j1l2

,j2l2
)− E(x1,j1l1

x1,j2l1
x1,j1l2

x1,j2l2
)
∣∣∣+
∣∣∣E(X̌1,j1l1

,j2l1
)× E(X̌1,j1l2

,j2l2
)
∣∣∣.

By the definition of X̌1,j1l2
,j2l2

,∣∣∣E(X̌1,j1l1
,j2l1
X̌1,j1l2

,j2l2
)− E(x1,j1l1

x1,j2l1
x1,j1l2

x1,j2l2
)
∣∣∣

≤
∣∣∣E[|x1,j1l1

x1,j2l1
x1,j1l2

x1,j2l2
|
(
1{|x1,j1l1

x1,j2l1
| > τn}+ 1{|x1,j1l2

x1,j2l2
| > τn}

)]∣∣∣.
Similarly to (B.98) and (B.99), by Hölder’s inequality, we know that there
exist some positive constants C and c0 such that∣∣∣E(X̌1,j1l1

,j2l1
X̌1,j1l2

,j2l2
)− E(x1,j1l1

x1,j2l1
x1,j1l2

x1,j2l2
)
∣∣∣ ≤ C(p+ n)−c0τ ,∣∣∣E(X̌1,j1l1

,j2l1
)× E(X̌1,j1l2

,j2l2
)
∣∣∣ ≤ C(p+ n)−c0τ .
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It follows that |cov(X̌1,j1l1
,j2l1
, X̌1,j1l2

,j2l2
)| ≤ C(p+ n)−c0τ .

In summary, |Us− Is|max ≤ C(p+n)−c0τ is obtained. By the matrix ver-

sion taylor expansion of U
1/2
s at Is [see, e.g., 35], the element wise differences

between U
1/2
s and Is are also bounded by C(p+ n)−c0τ .

B.2.3. Proof of Lemma B.6 (on Page 115, Section B.2.1). By the proof
of Lemma B.5 in Section B.2.2, we have

d−1∑
s=1

∑
1≤l1<...<ls≤q

P
[ s⋂
t=1

{
(Ĝlt)

2/n ≥ 4 log p− log log p+ y
}]

=

d−1∑
s=1

[
1

s!

( 1

2
√

2π
e−y/2

)s
{1 + o(1)}+O(1)e−Mn3/14+2s log p

]
.

Since log p = o(1)n1/7 and d = O(log1/5 p), we know Mn3/14 − 2d log p −
log d → ∞ and

∑d−1
s=1 O(1)e−Mn3/14+2s log p ≤ O(1)e−Mn3/14+2d log p+log d =

o(1). It follows that

d−1∑
s=1

∑
1≤l1<...<ls≤q

P (∩st=1{(Ĝlt)2/n ≥ 4 log p− log log p+ y})

=

d−1∑
s=1

1

s!

( 1

2
√

2π
e−y/2

)s
{1 + o(1)}+ o(1).

B.2.4. Proof of Lemma B.7 (on Page 115, Section B.2.1).

Proof. Recall the definition of Ual in (A.8), and we write Ua
(j1l ,j

2
l )

= Ual .

By Lemma A.1, we know σ(a)Pna = Θ(pna/2). Then for given l1, . . . , ls,

P
{

(σ(a)Pna )−1
∣∣∣ ∑

(j1l ,j
2
l )∈LIs

Ual

∣∣∣ ≥ CΓp

}
(B.100)

≤ P
{∣∣∣n−a/2 ∑

(j1l ,j
2
l )∈LIs

Ua(j1l ,j
2
l )

∣∣∣ ≥ CpΓp} ≤ PU,+ + PU,−,

where we define

PU,+ = P
(
n−a/2

∑
(j1l ,j

2
l )∈LIs

Ua(j1l ,j
2
l ) ≥ CpΓp

)
,

PU,− = P
(
n−a/2

∑
(j1l ,j

2
l )∈LIs

Ua(j1l ,j
2
l ) ≤ −CpΓp

)
.
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By q =
(
p
2

)
,

d−1∑
s=1

∑
1≤l1<...<ls≤q

P
({

(σ(a)Pna )−1
∣∣∣ ∑

(j1l ,j
2
l )∈LIs

Ual

∣∣∣ ≥ Γp

})
(B.101)

≤ dp2d max
1≤s≤d−1; 1≤l1<...<ls≤q

(PU,+ + PU,−).

To prove Lemma B.7, it suffices to prove that PU,+ and PU,− are o(d−1p−2d)
for each given s and l1, . . . , ls.

We show PU,+ = o(d−1p−2d) in the following and the same conclusion
holds for PU,− by applying similar analysis. By the construction of LIs in
(B.74) and the i.i.d. assumption in Condition 2.3, we know that there exists
an integer D ≤ 2s such that

PU,+ ≤
D∑
k=1

P
( p∑
m=k+1

n−a/2Ua(k,m) ≥ CpΓn/D
)

(B.102)

≤ D max
1≤k≤D

E
[
Pk

( p∑
m=k+1

n−a/2Ua(k,m) ≥ CpΓp/D
)]
,

where Pk represents the probability measure conditioning on {x1,k, . . . , xn,k}
with k ∈ {1, . . . , p}. To prove PU,+ = o(d−1p−2d), in the following we show
that E[Pk(

∑p
m=k+1 n

−a/2Ua(k,m) ≥ C × pΓp/D)] = o(D−1d−1p−2d) for k = 1;
and the same conclusion holds for k ≥ 2 by similar analysis given the i.i.d.
assumption in Condition 2.3 and k ≤ D = O(log1/5 p). Specifically, we next
prove that E[P1({

∑p
m=2 n

−a/2Ua(1,m) ≥ CpΓp/D})] = o(D−1d−1p−2d).
Define

Ūx = n−a
∑

1≤i1 6=... 6=ia≤n
x2
i1,1 . . . x

2
ia,1,(B.103)

then E(Ūx) ≤ {E(x2
11)}a = Θ(1). Given a constant t > 0, we define an event

Tt,1 = {|Ūx − E(Ūx)| ≤ t}, and let 1Tt,1 denote the indicator function of the
event Tt,1. It follows that

E
[
P1

({ p∑
m=2

n−a/2Ua(1,m) ≥ CpΓp/D
})]

(B.104)

= E
[
P1

({ p∑
m=2

n−a/2Ua(1,m) ≥ CpΓp/D
})
× (1Tt,1 + 1T ct,1)

]
≤ E(PTt,1) + P (T ct,1),
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where 1T ct,1 = 1 − 1Tt,1 ; T ct,1 denotes the complement set of the event Tt,1;

and PTt,1 = P1{
∑p

m=2 n
−a/2Ua(1,m) ≥ CpΓp/D} × 1Tt,1 . It remains to prove

that E(PTt,1) and P (T ct,1) are o(D−1d−1p−2d) respectively.

Part 1: E(PTt,1) Given an integer a, define hp = C(p/ log2 p)a/(a+1).
For easy presentation, we let 1H denote an indicator function of the event
{|n−a/2Ua(1,m)| ≤ hp}. We next decompose n−a/2U(1,m) = zm,1 + zm,2, where

zm,1 = n−a/2
[
Ua(1,m)1H − E1{Ua(1,m)1H}

]
,(B.105)

zm,2 = n−a/2
[
E1{Ua(1,m)1H}+ Ua(1,m)(1− 1H)

]
= n−a/2

[
− E1{Ua(1,m)(1− 1H)}+ Ua(1,m)(1− 1H)

]
;

in (B.105), E1 denotes the expectation conditioning on {x1,1, . . . , xn,1}, and
we use E1{Ua(1,m)1H} = −E1{Ua(1,m)(1 − 1H)} as E1{Ua(1,m)} = 0. Given

n−a/2Ua(1,m) = zm,1 + zm,2, we have PTt,1 ≤ Pz,1 + Pz,2, where we define

Pz,1 = P1

( p∑
m=2

zm,1 ≥ CpΓp/D
)
1Tt,1 , Pz,2 = P1

( p∑
m=2

zm,2 ≥ CpΓp/D
)
1Tt,1 .

To evaluate E(PT1), we examine E(Pz,1) and E(Pz,2) respectively below.

Part 1.1: E(Pz,1) When conditioning on {x1,1, . . . , xn,1}, since zm,1’s are
independent and bounded random variables, by Bernstein inequality,

Pz,1 ≤ C exp
(
−

Cp2Γ2
p/D

2∑p
m=2 E1(z2

m,1) + ChppΓp/D

)
1T1 .(B.106)

Note that 0 ≤ E1(z2
m,1) ≤ E1[{n−a/2Ua(1,m)}

2] and

E1

[
{n−a/2Ua(1,m)}

2
]

= n−a
∑

1≤i1 6=... 6=ia≤n;
1≤ĩ1 6=... 6=ĩa≤n

( a∏
r=1

xir,1xĩr,1

)
× E

( a∏
r=1

xir,mxĩr,m

)

= a!n−a
∑

1≤i1 6=... 6=ia≤n

( a∏
r=1

x2
ir,1

)
× {E(x2

1,m)}a

= a!Ūx × {E(x2
1,m)}a,

where from the first equation to the second equation, we use the fact that
E(
∏a
r=1 xir,mxĩr,m) 6= 0 only when {i1, . . . , ia} = {̃i1, . . . , ĩa}. It follows that
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E1(z2
m,1) ≤ C × Ūx. As 1Tt,1 indicates the event {|Ūx − E(Ūx)| ≤ t} and

E(Ūx) = Θ(1), it suffices to consider E1(z2
m,1) = Θ(1) in (B.106) and then

E(Pz,1) ≤ exp{−CpΓp/(Dhp)}.(B.107)

Part 1.2: E(Pz,2) By the definition of zm,2 in (B.105),

E(Pz,2) ≤ P
(

max
2≤m≤p

|n−a/2Ua(1,m)| > hp

)
≤ pP (|n−a/2Ua(1,2)| > hp),(B.108)

where the last inequality follows from the i.i.d. assumption in Condition 2.3.
By the result in Section C.1.1, we know Ua(1,2) =

∑
1≤i1 6=... 6=ia≤n

∏a
k=1 xik,1xik,2

can be written as a linear combination of
∏ι
k=1{

∑n
i=1(xi,1xi,2)ak}, where

a1, . . . , aι are positive integers such that a1 + . . .+aι = a. It follows that for
finite integer a,

P (|n−a/2Ua(1,2)| > hp)

≤
∑

a1+...+aι=a

P
(
n−a/2

ι∏
k=1

∣∣∣ n∑
i=1

(xi,1xi,2)ak
∣∣∣ > Chp

)
.

≤
∑

a1+...+aι=a

ι∑
k=1

P
( n∑
i=1

|xi,1xi,2/
√
n|ak > Chak/ap

)
.

Case 1: If ak = 1, since Condition 2.3 holds for ς = 2 in Theorem 2.2, we
know xi,1xi,2, i = 1, . . . , n, are i.i.d. sub-exponential random variables. By
the Bernstein-type inequality of sub-exponential random variables, we have

P
( n∑
i=1

|xi,1xi,2| > C
√
nh1/a

p

)
≤ C exp(−C min{Ch2/a

p , C
√
nh1/a

p }).(B.109)

Case 2: If 2 ≤ ak ≤ a, we let Bp = Cn−1/6h
2/(3a)
p . We then decompose

|xi,1xi,2/
√
n|ak = si + ti, where we define

si = |xi,1xi,2/
√
n|ak1HBp − µi, ti = |xi,1xi,2/

√
n|ak(1− 1HBp ) + µi,

1HBp = 1{|xi,1xi,2/
√
n|≤Bp}, µi = E{|xi,1xi,2/

√
n|ak1HBp}.

It follows that

P
( n∑
i=1

|xi,1xi,2/
√
n|ak > Chak/ap

)
≤ P

( n∑
i=1

si > Chak/ap

)
+ P

( n∑
i=1

ti > Chak/ap

)
.
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Since |si| ≤ C ×Bak
p from construction, by Bernstein inequality,

P
( n∑
i=1

si > Chak/ap

)
≤ C exp

(
− Ch

2ak/a
p∑n

i=1 E(s2
i ) + CBak

p h
ak/a
p

)
.(B.110)

As 2 ≤ ak ≤ a, by Condition 2.3, we have

n∑
i=1

E(s2
i ) ≤

n∑
i=1

E
{(xi,1xi,2√

n

)2ak
}
≤ E{(x1,1x1,2)2ak}

nak−1
≤ E[(x1,1x1,2)2ak ] <∞.

Since h
1/a
p /Bp →∞, from (B.110), we have

P
( n∑
i=1

si > Chak/ap

)
≤ exp(−Ch2/a

p /B2
p).(B.111)

In addition, by the definition of ti,

P
( n∑
i=1

ti > Chak/ap

)
≤ P

{ n∑
i=1

|xi,1xi,2/
√
n|ak(1− 1HBp ) > Chak/ap −

∣∣∣ n∑
i=1

µi

∣∣∣}.
We note that

∑n
i=1 µi ≤ n−1 ×

∑n
i=1[E{(x1,1x1,2)2ak}]1/2 < ∞ by Hölder’s

inequality and Condition 2.3. As hp → ∞, Ch
ak/a
p − |

∑n
i=1 µi| > 0 when n

and p are sufficiently large. Since 1− 1HBp indicates |xi,1xi,2/
√
n| > Bp,

P
( n∑
i=1

ti > Chak/ap

)
≤ P

(
max

1≤i≤n
|xi,1xi,2/

√
n|ak > Bak

p

)
(B.112)

≤ n× P (|xi,1xi,2/
√
n| > Bp)

≤ n× E{exp(t0|x1,1x1,2|)}/ exp{t0(
√
nBp)}

≤ exp(−C
√
nBp + log n),

where we use E{exp(t0|x1,1x1,2|)} ≤ E{exp(t0(x2
1,1 + x2

1,2)/2)} <∞ as Con-
dition 2.3 holds for ς = 2. By (B.108), (B.109), (B.111) and (B.112),

E(Pz,2) ≤ Cp×
[

exp
(
− C min{Ch2/a

p , C
√
nh1/a

p }
)

(B.113)

+ exp(−Ch2/a
p /B2

p) + exp(−C
√
nBp + log n)

]
.

Part 2: P (T c
t,1) By the definition in (B.104), P (T ct,1) = P (|Ūx−E(Ūx)| >

t). Moreover, by the definition in (B.103), E(Ūx) = Θ(1) and Ūx ≥ 0.
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Therefore we know there exist large positive constants C and t such that
{|Ūx − E(Ūx)| > t} ⊆ {Ūx > Ct} and P (T ct,1) ≤ P (Ūx > Ct). Since

Ūx ≤ (
∑n

i=1 x
2
i,1/n)a and x2

i,1 are i.i.d. sub-exponential random variables,
we have

P (T ct,1) ≤ P
{( n∑

i=1

x2
i1/n

)a
≥ Ct

}
= P

( n∑
i=1

x2
i1/n ≥ Ct1/a

)
(B.114)

≤ C exp(−Cn),

where the last inequality is obtained by the Bernstein-type inequality of
sub-exponential random variables.

By the analysis above, (B.104) ≤ E(Pz,1) + E(Pz,2) + P (T c1 ). Recall that

hp = C(p/ log2 p)a/(a+1), log p = o(n1/7), Γp = Θ(log−1/2 p),D = O(log1/5 p)

and Bp = Cn−1/6h
2/(3a)
p . Then combining (B.107), (B.113) and (B.114), we

have (B.104) = o(D−1d−1p−2d). Therefore Lemma B.7 is proved.

B.2.5. Proof of Lemma A.8 (on Page 43, Section A.3). Similarly to Sec-
tion B.2.1, we first prove Lemma A.8 for m = 1 in Section B.2.5 and then
for m > 1 in Section B.2.5.

Proof for m = 1. Specifically, in this section, we prove for finite integer a,

(B.115)

∣∣∣∣∣P(Mn

n
> yp,

Ũ(a)

σ(a)
≤ z
)
− P

(Mn

n
> yp

)
P
( Ũ(a)

σ(a)
≤ z
)∣∣∣∣∣→ 0.

To prove (B.115), we start by proving the following two conclusions (B.116)
and (B.117), which suggest that Mn and M̂n have small difference in prob-
ability. To be specific, as n, p→∞,

|P (Mn/n > yp)− P (M̂n/n > yp)| → 0,(B.116)

and

|P (Mn/n > yp , Ũ(a)/σ(a) ≤ z)(B.117)

− P (M̂n/n > yp , Ũ(a)/σ(a) ≤ z)| → 0.

To prove (B.116) and (B.117), recall that in (A.9), Mn and M̂n are defined
using G̃l and Ĝl respectively. We next focus on the difference between G̃l
and Ĝl. Since G̃l and Ĝl will not change if the data xi,j is scaled by its
standard deviation, then we assume, without loss of generality, σj,j = 1,
j = 1, . . . , p in the following discussion.
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By the definitions in (A.9), we have

P
(

max
1≤l≤q

|G̃l − Ĝl| ≥ (log p)−1
)
≤ P

(
max
1≤l≤q

max
1≤i≤n

|xi,j1l xi,j2l | ≥ τn
)
.

Note that |xi,j1l xi,j2l | ≤ (x2
i,j1l

+ x2
i,j2l

)/2. Then

P
(

max
1≤l≤q

max
1≤i≤n

|xi,j1l xi,j2l | ≥ τn
)

≤ P
(

max
1≤l≤q

max
1≤i≤n

(x2
i,j1l

+ x2
i,j2l

) ≥ 2τn

)
≤ P

(
max
1≤l≤q

max
1≤i≤n

x2
i,j1l
≥ τn

)
+ P

(
max
1≤l≤q

max
1≤i≤n

x2
i,j2l
≥ τn

)
(B.118)

≤ 2P
(

max
1≤j≤p

max
1≤i≤n

x2
i,j ≥ τn

)
(B.119)

≤ 2np max
1≤j≤p

P (|x2
1,j | ≥ τn).

From (B.118) to (B.119), we use max1≤l≤q x
2
i,jkl

= max1≤j≤p x
2
i,j for each i

and k = 1, 2. To see this, recall the notation defined in Section A.3 (on Page
42). In particular, subscript l is defined to indicate a pair of indexes (j1

l , j
2
l )

with 1 ≤ j1
l < j2

l ≤ p. Since j1
l and j1

l only take values from the range
{1, . . . , p}, we know {jkl : 1 ≤ l ≤ q} ⊆ {1, . . . , p} for k = 1, 2, and then
max1≤l≤q x

2
i,j1l

= max1≤j≤p x
2
i,j . Moreover, by Condition 2.3 with ς = 2,

np max
1≤j≤p

P (|x2
1,j | ≥ τn) ≤ Cnp(n+ p)−τE exp(x2

1,1)→ 0.

It follows that P (max1≤l≤q |G̃l − Ĝl| ≥ (log p)−1) → 0. Conditioning on

max1≤l≤q |G̃l − Ĝl| ≤ (log p)−1, by Lemma B.3 and |Ĝl| ≤ τn,

|Mn − M̂n| =
∣∣∣ max

1≤l≤q
(G̃l)

2 − max
1≤l≤q

(Ĝl)
2
∣∣∣

≤ 2 max
1≤l≤q

|Ĝl| max
1≤l≤q

|G̃l − Ĝl|+ max
1≤l≤q

|G̃l − Ĝl|2

≤ 2τn/ log p+ (log p)−2.

Recall that τn = O(log(p+n)), then |Mn/n−M̂n/n|
P−→ 0. Therefore (B.116)

and (B.117) are obtained.
Given (B.116) and (B.117), we next prove (B.115). In particular, we write

P
(Mn

n
> yp,

Ũ(a)

σ(a)
≤ z
)
− P

(Mn

n
> yp

)
P
( Ũ(a)

σ(a)
≤ z
)

= ∆P,1 + ∆P,2 + ∆P,3,
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where we define

∆P,1 = P
(
Mn/n > yp, Ũ(a)/σ(a) ≤ z

)
− P

(
M̂n/n > yp, Ũ(a)/σ(a) ≤ z

)
,

∆P,2 = P
(
M̂n/n > yp, Ũ(a)/σ(a) ≤ z

)
− P

(
M̂n/n > yp)× P (Ũ(a)/σ(a) ≤ z

)
,

∆P,3 = P
(
M̂n/n > yp

)
× P

(
Ũ(a)/σ(a) ≤ z

)
− P

(
Mn/n > yp

)
× P

(
Ũ(a)/σ(a) ≤ z

)
.

Note that the left hand side of (B.115) ≤ |∆p,1|+ |∆p,2|+ |∆p,3|. By Lemma
A.7, |∆p,2| → 0; by (B.117), |∆p,1| → 0; by |∆p,3| ≤ |P (M̂n/n > yp) −
P (Mn/n > yp)| and (B.116), |∆p,3| → 0. In summary, (B.115) is proved.

Proof for m > 1. Following the proof in Section B.2.5, we know that
(B.116) still holds and similarly to (B.117),

|P (Mn/n > yp, Ũ(a1)/σ(a1) ≤ z1, . . . , Ũ(am)/σ(am) ≤ zm)

− P (M̂n/n > yp, Ũ(a1)/σ(a1) ≤ z1, . . . , Ũ(am)/σ(am) ≤ zm)| → 0.

Given these results and Lemma A.7, we know that Lemma A.8 holds for
m > 1, following the arguments in Section B.2.5 similarly.

B.2.6. Proof of Lemma A.9 (on Page 43, Section A.3). Similarly to Sec-
tion B.2.5, we first prove Lemma A.9 for m = 1 in Section B.2.6, and then
discuss the case for m > 1 in Section B.2.6.

Proof for m = 1. Specifically, in this section, we prove for finite integer a
and given z, ∣∣∣P(U(a)

σ(a)
≤ z, nU2(∞) > yp

)
(B.120)

− P
(U(a)

σ(a)
≤ z
)
P
(
nU2(∞) > yp

)∣∣∣→ 0.

To prove this, we use Mn/n as an intermediate variable and first show

(B.121)
∣∣∣P(U(a)

σ(a)
> z,

Mn

n
> yp

)
− P

(U(a)

σ(a)
> z
)
P
(Mn

n
> yp

)∣∣∣→ 0.
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To facilitate the proof, we define some notation. Given small constant ε > 0,

Puz = P
(U(a)

σ(a)
> z
)
, Pzy = P

(U(a)

σ(a)
> z,

Mn

n
> yp

)
,

Puz+ε = P
( Ũ(a)

σ(a)
> z + ε

)
, Pz+ε = P

( Ũ(a)

σ(a)
> z + ε,

Mn

n
> yp

)
,

Puz−ε = P
( Ũ(a)

σ(a)
> z − ε

)
, Pz−ε = P

( Ũ(a)

σ(a)
> z − ε, Mn

n
> yp

)
,

Pyp = P
(Mn

n
> yp

)
,

Φ(·) is the cumulative distribution function of standard normal distribution,
and Φ̄(·) = 1− Φ(·). Then

(B.121) = |Pzy − Puz × Pyp |
≤ |Pzy − Pz+ε|+ |Pz+ε − Puz+εPyp |+ |Puz+εPyp − PuzPyp |.

We next show (B.121) → 0 by proving the three parts above all converges
to 0 respectively.

First we show |Pzy − Pz+ε| → 0. Note that Pz+ε ≤ Pzy ≤ Pz−ε, then
|Pzy − Pz+ε| ≤ |Pz−ε − Pz+ε|. In addition,

|Pz−ε − Pz+ε|
≤ |Pz−ε − Puz−ε × Pyp |+ |Puz−ε × Pyp − Puz+ε × Pyp |+ |Puz+ε × Pyp − Pz+ε|
≤ o(1) + |Puz+ε − Puz−ε|,

where we use (B.115) in the last inequality. Moreover, by the proof of Theo-

rem 2.1 in Section A.2, we know Ũ(a)/σ(a)
D−→ N (0, 1). Thus when n, p→∞

and ε→ 0,

|Puz+ε − Puz−ε|
≤ |Puz+ε − Φ̄(z + ε)|+ |Φ̄(z + ε)− Φ̄(z − ε)|+ |Puz−ε − Φ̄(z − ε)|+ o(1)

→ 0.

Second, we know |Pz+ε−Puz+εPyp | → 0 by (B.115). Last, we show |Puz+εPyp−
PuzPyp | → 0. By the proof of Theorem 2.1 in Section A.2, we know Ũ(a)/σ(a)

D−→
N (0, 1), {U(a) − Ũ(a)/σ(a)} P−→ 0, and U(a)/σ(a)

D−→ N (0, 1). Thus when
n, p→∞ and ε→ 0,

|Puz+εPyp − PuzPyp |
≤ |Puz+ε − Puz|
≤ |Puz+ε − Φ̄(z + ε)|+ |Φ̄(z + ε)− Φ̄(z)|+ |Puz − Φ̄(z)|+ o(1)

→ 0.
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In summary (B.121) is proved.
We next prove (B.120) similarly to the proof of (B.121). Specifically, we

write ∣∣∣P(nU2(∞) > yp,
U(a)

σ(a)
≤ z
)
− P

(
nU2(∞) > yp

)
P
(U(a)

σ(a)
≤ z
)∣∣∣

= |Pz0 − Py0 × Puz|,

where we define Pz0 = P (nU2(∞) > yp,
U(a)
σ(a) > z) and Py0 = P (nU2(∞) >

yp). Note that

|Pz0 − Py0Puz| ≤ |Pz0 − Pzy−ε|+ |Pzy−ε − Py−εPuz|+ |Py−εPuz − Py0Puz|,

where

Pzy−ε = P
(Mn

n
> yp − ε,

U(a)

σ(a)
> z
)
, Py−ε = P

(Mn

n
> yp − ε

)
,

Pzy+ε = P
(Mn

n
> yp + ε,

U(a)

σ(a)
> z
)
, Py+ε = P

(Mn

n
> yp + ε

)
.

To prove (B.120), we will show |Pz0−Pzy−ε|, |Pzy−ε−Py−εPuz|, and |Py−εPuz−
Py0Puz| all converge to 0 respectively.

First we show |Pz0 − Pzy−ε| → 0. Note that Wn
P−→ 0 where Wn =

(n2U2(∞) −Mn)/n by the proof of Theorem 3 in [9]. Then for any ε > 0,
P (|Wn| > ε)→ 0. Since Pzy+ε − P (|Wn| > ε) ≤ Pz0 ≤ Pzy−ε + P (|Wn| > ε),
we have |Pz0 − Pzy−ε| ≤ |Pzy−ε − Pzy+ε|+ o(1). Furthermore,

|Pzy−ε − Pzy+ε|
≤ |Pzy−ε − Py−εPuz|+ |Py−εPuz − Py+εPuz|+ |Py+εPuz − Pzy+ε| → 0,

where the last equation follows from (B.121) and |Py−ε − Py+ε| → 0 when
ε → 0. Second we know |Pzy−ε − Py−εPuz| → 0 by (B.121). Last we show
|Py−εPuz − Py0Puz| → 0. In particular, as Py+ε − P (|Wn| > ε) ≤ Py0 ≤
Py−ε + P (|Wn| > ε) and P (|Wn| > ε)→ 0, we have

|Py−εPuz − Py0Puz| ≤ |Py−ε − Py0| ≤ |Py−ε − Py+ε|+ o(1)→ 0.

In summary, Lemma A.9 is proved.

Proof for m > 1. Note that Wn = {n2U2(∞)−Mn}/n
P−→ 0 and Ũ∗(ar) =

U(ar)−Ũ(ar)
P−→ 0 for each r = 1, . . . ,m as argued in Section A.3. Therefore

when m is finite, the arguments above can be applied to prove Lemma A.9
for m > 1 similarly.
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B.3. Lemmas for the proof of Theorem 2.4.

B.3.1. Proof of Lemma A.10 (on Page 44, Section A.4). We first prove

Vu,1(a)/E{Vu,1(a)} P−→ 1, and it suffices to prove var{Vu,1(a)}/E2{Vu,1(a)} →
0. By the notation defined at the beginning of Section B, we have

var{Vu,1(a)}
= E{V2

u,1(a)} − E2{Vu,1(a)}

=
(2a!)2

(Pna )4

∑
i, ĩ∈P(n,a);
1≤j1 6=j2≤p,
1≤j3 6=j4≤p

[
E
( a∏
t=1

x2
it,j1x

2
it,j2x

2
ĩt,j3

x2
ĩt,j4

)
−
{

E(x2
1,j1x

2
1,j2)E(x2

1,j3x
2
1,j4)

}a]
.

To evaluate var{Vu,1(a)}, we consider the summed term in var{Vu,1(a)},
that is,

E
( a∏
t=1

x2
it,j1x

2
it,j2x

2
ĩt,j3

x2
ĩt,j4

)
− {E(x2

1,j1x
2
1,j2)}a{E(x2

1,j3x
2
1,j4)}a.(B.122)

When {i}∩ {̃i} = ∅, (B.122) = 0. We then know that (B.122) 6= 0 only when
|{i} ∪ {̃i}| ≤ 2a− 1. Along with Condition 2.1, we have

|var{Vu,1(a)}| ≤ Cp4n−4an2a−1,

which induces var{Vu,1(a)} = O(p4n−2a−1). By (B.24) and (B.29), we know
E{Vu,1(a)} = Θ(p2n−a). It follows that var{Vc,1(a)}/E2{Vc,1(a)} → 0 as
n→∞.

We next prove Vu,2(a)/E{Vu,1(a)} P−→ 0. By the Markov’s inequality, it
suffices to prove E{V2

u,2(a)} = o(1)[E{Vu,1(a)}]2. As E{Vu,1(a)} = Θ(p2n−a),

it is sufficient to prove E{V2
u,2(a)} = o(p4n−2a) below.

We first derive the form of Vu,2(a). In particular, when a = 1,

Vu,2(1) = Vu(1)− Vu,1(1)

=
1

n2

∑
1≤j1 6=j2≤p

∑
i∈P(n,1)

{
(xi,j1 − x̄j1)2(xi,j2 − x̄j2)2 − x2

i,j1x
2
i,j2

}

=
1

n2

∑
1≤j1 6=j2≤p

∑
1≤i≤n

∑
s1+r1=1,
s2+r2=1

Cs1,r1,s2,r2

2∏
k=1

{
(−xi,jk x̄jk)sk(x̄2

jk
)rk
}
,
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where Cs1,r1,s2,r2 is some constant and we use

(xi,j1 − x̄i,j1)2(xi,j2 − x̄i,j2)2 − x2
i,j1x

2
i,j2

= (x2
i,j1 − 2xi,j1 x̄j1 + x̄2

j1)(x2
i,j2 − 2xi,j2 x̄j2 + x̄2

j2)− x2
i,j1x

2
i,j2

=
∑

s1+r1=1, s2+r2=1

{
(−2xi,j1 x̄j1)s1(x̄2

j1)r1
}
×
{

(−2xi,j2 x̄j2)s2(x̄2
j2)r2

}
.

Following this example, we similarly give the form of Vu,2(a) for general

a ≥ 1. Given tuple i ∈ P(n, a), for k = 1, 2, let i
(k)
(a−rk) represent a sub-

tuple of i with length a − rk, and define S(i, a − rk) to be the collection
of sub-tuples of i with length a − rk. Then for a ≥ 1, we write Vu,2(a) =∑

1≤s1+r1≤a,1≤s2+r2≤a Ts1,r1,s2,r2 , where

Ts1,r1,s2,r2 =
a!

(Pna )2

∑
1≤j1 6=j2≤p

∑
i∈P(n,a);

i
(k)
(a−rk)

∈S(i,a−rk): k=1,2

Cs1,r1,s2,r2

×
2∏

k=1

{
(−x̄jk)sk+2rk

sk∏
tk=1

x
i
(k)
tk
,jk

a−rk∏
tk=sk+1

(x
i
(k)
tk
,jk

)2
}
.

When a is finite, it suffices to prove E(T 2
s1,r1,s2,r2) = o(p4n−2a). Note that

E(T 2
s1,r1,s2,r2)

=
(a!)2

(Pna )4

∑
1≤j1 6=j2≤p
1≤j̃1 6=j̃2≤p

∑
i,̃i∈P(n,a);

i
(k)
(a−rk)

∈S(i,a−rk): k=1,2;

ĩ
(k)
(a−rk)

∈S (̃i,a−rk): k=1,2

C2
s1,r1,s2,r2

×E
{ 2∏
k=1

(x̄jk x̄j̃k)sk+2rk

sk∏
tk=1

(x
i
(k)
tk
,jk
x
ĩ
(k)
tk
,j̃k

)

a−rk∏
tk=sk+1

(x
i
(k)
tk
,jk
x
ĩ
(k)
tk
,j̃k

)2
}
.

Recall that x̄j =
∑n

i=1 xi,j/n. We have

E(T 2
s1,r1,s2,r2)

=
(a!)2

(Pna )4n
∑2
k=1(2sk+4rk)

∑
1≤j1 6=j2≤p
1≤j̃1 6=j̃2≤p

∑
i,̃i∈P(n,a);

i
(k)
(a−rk)

∈S(i,a−rk): k=1,2;

ĩ
(k)
(a−rk)

∈S (̃i,a−rk): k=1,2

C2
s1,r1,s2,r2

×
∑

m(k),m̃(k)∈C(n,sk+2rk); k=1,2

T{i(k)
(a−rk), ĩ

(k)
(a−rk),m

(k), m̃(k); k = 1, 2},
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where C(n, sk + 2rk) follows the notation at the beginning of Section B and

T{i(k)
(a−rk), ĩ

(k)
(a−rk),m

(k), m̃(k); k = 1, 2}

= E
{ 2∏
k=1

sk+2rk∏
t̃k=1

(xmt̃k ,jk
xm̃t̃k ,j̃k

)

sk∏
tk=1

(x
i
(k)
tk
,jk
x
ĩ
(k)
tk
,j̃k

)

a−rk∏
tk=sk+1

(x
i
(k)
tk
,jk
x
ĩ
(k)
tk
,j̃k

)2
}
.

Since E(xi,j) = 0, T{i(k)
(a−rk), ĩ

(k)
(a−rk),m

(k), m̃(k); k = 1, 2} 6= 0 only when∣∣∣∣∣
2⋃

k=1

{m(k)} ∪ ˜{m
(k)
} ∪ {i(k)

(a−rk)} ∪ {̃i
(k)

(a−rk)}

∣∣∣∣∣−
∣∣∣∣∣

2⋃
k=1

{i(k)
(a−rk)} ∪ {̃i

(k)

(a−rk)}

∣∣∣∣∣
≤

2∑
k=1

(sk + 2rk).

Since i
(k)
(a−rk) and ĩ

(k)
(a−rk) are sub-tuples of i and ĩ ∈ P(n, a), |∪2

k=1 {i
(k)
(a−rk)}∪

{̃i
(k)

(a−rk)}| ≤ |{i} ∪ {̃i}| ≤ 2a. Therefore,∣∣∣∣∣
2⋃

k=1

{m(k)} ∪ ˜{m
(k)
} ∪ {i(k)

(a−rk)} ∪ {̃i
(k)

(a−rk)}

∣∣∣∣∣ ≤ 2a+

2∑
k=1

(sk + 2rk).(B.123)

By (B.123) and the boundedness of moments in Condition 2.4, we have

E(T 2
s1,r1,s2,r2) = O

(
p4n−4a−

∑2
k=1(2sk+4rk)+2a+

∑2
k=1(sk+2rk)

)
= O(p4n−2a−

∑2
k=1(sk+2rk)) = o(p4n−2a),

where we use
∑2

k=1(sk + 2rk) ≥ 1.

B.4. Lemmas for the proof of Theorem 2.5.

B.4.1. Proof of Lemma A.11 (on Page 45, Section A.5). To show var{U(a)} '
var(TU,a,1,1), it suffices to prove var(TU,a,1,1) = Θ(p2n−a), var(TU,a,1,2) =
o(p2n−a) and var(TU,a,2) = o(p2n−a). The following three sections B.4.1–
B.4.1 prove the three results respectively.

var(TU,a,1,1) = Θ(p2n−a). As E(TU,a,1,1) = 0, var(TU,a,1,1) = E(T 2
U,a,1,1),

and we have

var(TU,a,1,1) =
∑

(j1,j2),(j3,j4)∈JcA

(Pna )−2
∑

i,̃i∈P(n,a)

E
( a∏
k=1

xik,j1xik,j2xĩk,j3xĩk,j4

)
.
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Similarly to Section B.1.1, E(
∏a
k=1 xik,j1xik,j2xĩk,j3xĩk,j4) 6= 0 only when

{i} = {̃i}. Therefore,

var(TU,a,1,1) =
∑

(j1,j2),(j3,j4)∈JcA

(Pna )−1a!×
{

E
( 4∏
t=1

x1,jt

)}a
.

By Condition A.1, as (j1, j2), (j3, j4) ∈ JcA,

E(x1,j1x1,j2x1,j3x1,j4) = κ1(σj1,j3σj2,j4 + σj1,j4σj2,j3).(B.124)

We next evaluate (B.124) by discussing three cases on (j1, j2, j3, j4). First,
if |{j1, j2} ∩ {j3, j4}| = 2, (B.124) = κ1σj1,j1σj2,j2 = Θ(1) by Condition 2.1.

∑
(j1,j2),

(j3,j4)∈JcA

{
E
( 4∏
t=1

x1,jt

)}a
× 1{|{j1,j2}∩{j3,j4}|=2} = 2

∑
(j1,j2)∈JcA

(κ1σj1,j1σj2,j2)a.

Second, if |{j1, j2} ∩ {j3, j4}| = 1, we assume without loss of generality
j1 = j3 and j2 6= j4, (B.124) = κ1σj1,j1σj2,j4 , which is nonzero only when
(j2, j4) ∈ JA, and then (B.124) = O(ρa). By the symmetricity of the indexes,

∑
(j1,j2),(j3,j4)∈JcA

{
E
( 4∏
t=1

x1,jt

)}a
× 1{|{j1,j2}∩{j3,j4}|=1}

≤ C
∑

1≤j≤p; (j2,j4)∈JA

ρa = O(1)p|JA|ρa.

Third, if |{j1, j2}∩{j3, j4}| = 0, we know j1 6= j2 6= j3 6= j4, and (B.124) 6= 0
only if (j1, j3), (j2, j4) ∈ JA or (j1, j4), (j2, j3) ∈ JA. Then (B.124) = O(ρ2a).
By the symmetricity of the indexes,

∑
(j1,j2),(j3,j4)∈JcA

{
E
( 4∏
t=1

x1,jt

)}a
× 1{|{j1,j2}∩{j3,j4}|=0}

≤ C
∑

(j1,j3),(j2,j4)∈JA

ρ2a = O(1)|JA|2ρ2a.

In summary, we know

var(TU,a,1,1) = 2a!κa1(Pna )−1
∑

(j1,j2)∈JcA

σaj1,j1σ
a
j2,j2

+O(1)p|JA|ρan−a +O(1)|JA|2ρ2an−a.
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Since we assume |JA|ρa = O(pn−a/2), |JA| = o(p2) and |JcA| = Θ(p2),

var(TU,a,1,1) ' 2a!κa1(Pna )−1
∑

1≤j1 6=j2≤p
(σj1,j1σj2,j2)a,

which is of order Θ(p2n−a).

var(TU,a,1,2) = o(p2n−a). In this section, we prove var(TU,a,1,2) = o(p2n−a).
As TU,a,1,2 =

∑
(j1,j2)∈JcA

∑a
c=1K(c, j1, j2), by the Cauchy-Schwarz inequal-

ity,

var(TU,a,1,2) ≤ C ×
a∑
c=1

var
{ ∑

(j1,j2)∈JcA

K(c, j1, j2)
}
,

where C is some constant. As a is finite, to prove var(TU,a,1,2) = o(p2n−a), it
suffices to prove var{

∑
(j1,j2)∈JcA

K(c, j1, j2)} = o(p2n−a), for each 1 ≤ c ≤ a.

Note that E{K(c, j1, j2)} = 0 and then

var
{ ∑

(j1,j2)∈JcA

K(c, j1, j2)

}
= E

[{ ∑
(j1,j2)∈JcA

K(c, j1, j2)
}2]

= F 2(a, c)
∑

i,̃i∈P(n,a+c);
(j1,j2),(j3,j4)∈JcA

Qc(i, j1, j2, ĩ, j3, j4),

where we define

Qc(i, j1, j2, ĩ, j3, j4) = E
[ a−c∏
t=1

xit,j1xit,j2

a∏
t=a−c+1

xit,j1

a+c∏
t=a+1

xit,j2

×
a−c∏
t̃=1

xĩt̃,j3
xĩt̃,j4

a∏
t̃=a−c+1

xĩt̃,j3

a+c2∏
t̃=a+1

xĩt̃,j4

]
.

As F 2(a, c) = O(n−2(a+c)), to finish the proof, it remains to prove∑
i,̃i∈P(n,a+c);

(j1,j2),(j3,j4)∈JcA

Qc(i, j1, j2, ĩ, j3, j4) = o(n2(a+c)−ap2).(B.125)

We note that E(x1,j) = 0 and E(x1,j1x1,j2) = E(x1,j3x1,j4) = 0 for
(j1, j2), (j3, j4) ∈ JcA. Similarly to Section B.4.1, Qc(i, j1, j2, ĩ, j3, j4) = 0
if {i} 6= {̃i}, and∑

i,̃i∈P(n,a+c)

1{Qc(i,j1,j2 ,̃i,j3,j4)6=0} =
∑

i,̃i∈P(n,a+c)

1{{i}={̃i}} = O(na+c).(B.126)
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To prove (B.125), it remains to prove for given i, ĩ ∈ P(n, a+ c),∣∣∣ ∑
(j1,j2),(j3,j4)∈JcA

Qc(i, j1, j2, ĩ, j3, j4)
∣∣∣ = O(p2).(B.127)

We next prove (B.127) by discussing the value of Qc(i, j1, j2, ĩ, j3, j4). To
facilitate the discussion, for given i, ĩ ∈ P(n, a + c), we decompose the sets
{i} and {̃i} into three disjoint sets respectively, defined as

{i}(1) = {i1, . . . , ia−c}, {i}(2) = {ia−c+1, . . . , ia}, {i}(3) = {ia+1, . . . , ia+c},

{̃i}(1) = {̃i1, . . . , ĩa−c}, {̃i}(2) = {̃ia−c+1, . . . , ĩa}, {̃i}(3) = {̃ia+1, . . . , ĩa+c},

which satisfy that {i} = ∪3
l=1{i}(l) and {̃i} = ∪3

l=1{̃i}(l).
When c ≤ a− 1, {i}(1) 6= ∅. We consider an index i ∈ {i}(1), and discuss

four different cases. First, if i 6∈ {̃i},

Qc(i, j1, j2, ĩ, j3, j4) = E(xi,j1xi,j2)E(other terms) = 0,

where the last equation follows from E(xi,j1xi,j2) = 0 when (j1, j2) ∈ JA.

Second, if i ∈ {̃i}(2),

Qc(i, j1, j2, ĩ, j3, j4) = E(xi,j1xi,j2xi,j3)E(other terms) = 0

where the last equation is obtained by Condition A.1. Third, if i ∈ {̃i}(3),
similarly by Condition A.1, we also know

Qc(i, j1, j2, ĩ, j3, j4) = E(xi,j1xi,j2xi,j4)E(other terms) = 0.(B.128)

Fourth, if i ∈ {̃i}(1),

Qc(i, j1, j2, ĩ, j3, j4) = E(xi,j1xi,j2xi,j3xi,j4)E(other terms).(B.129)

Under Condition A.1, as E(xi,j1xi,j2) = E(xi,j3xi,j4) = 0 when (j1, j2) and
(j3, j4) ∈ JcA,

E
( 4∏
t=1

x1,jt

)
= κ1

{
E(xi,j1xi,j3)E(xi,j2xi,j4) + E(xi,j1xi,j4)E(xi,j2xi,j3)

}
.

In addition, when c = a, {i}(1) = ∅ but {i}(1) and {i}(3) 6= ∅. We next
consider an index i ∈ {i}(1) without loss of generality. Following similar

analysis, we know Qc(i, j1, j2, ĩ, j3, j4) = 0 when i 6∈ {̃i}.
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By symmetrically analyzing the indexes in i and ĩ similarly as above, we
know that Qc(i, j1, j2, ĩ, j3, j4) 6= 0 only when {i}(1) = {̃i}(1) and {i}(2) ∪
{i}(3) = {̃i}(2) ∪ {̃i}(3). When Qc(i, j1, j2, ĩ, j3, j4) 6= 0, suppose r = |{i}(2) ∩
{̃i}(2)| then |{i}(2)∩{̃i}(3)| = c−r, |{i}(3)∩{̃i}(2)| = c−r, and |{i}(3)∩{̃i}(3)| =
r. It follows that

Qc(i, j1, j2, ĩ, j3, j4)(B.130)

=
{

E
( 4∏
t=1

x1,jt

)}a−c
{E(x1,j1x1,j3)E(x1,j2x1,j4)}r

×{E(x1,j1x1,j4)E(x1,j2x1,j3)}c−r

=
{

E
( 4∏
t=1

x1,jt

)}a−c
(σj1,j3σj2,j4)r(σj1,j4σj2,j3)c−r.

To prove (B.127), we next examine the value of (B.130) with respect to three
different cases of (j1, j2, j3, j4).

Case (1) If |{j1, j2}| ∩ |{j3, j4}| = 2, it means that {j1, j2} = {j3, j4}. As-
sume, without loss of generality, that j1 = j3 and j2 = j4. Then (B.130) =
O(1)(σj1,j1σj2,j2)a−c+r(σ2

j1,j2
)c−r, which is nonzero only when r = c as σj1,j2 =

0. By the symmetricity of j indexes and the boundedness of moments in
Condition 2.1,∣∣∣∣∣ ∑

(j1,j2),(j3,j4)∈JcA

Qc(i, j1, j2, ĩ, j3, j4)× 1{|{j1,j2}|∩|{j3,j4}|=2}

∣∣∣∣∣ ≤ Cp2.

Case (2) If |{j1, j2}| ∩ |{j3, j4}| = 1, we assume without loss of generality
that j1 = j3 but j2 6= j4. Then (B.130) = O(1)(σj1,j1σj2,j4)a−c+r(σj1,j4σj1,j2)c−r,
which is also nonzero only when r = c. By the symmetricity of j indexes
and Condition 2.1, we have∣∣∣∣∣ ∑

(j1,j2),(j3,j4)∈JcA

Qc(i, j1, j2, ĩ, j3, j4)× 1{|{j1,j2}|∩|{j3,j4}|=1}

∣∣∣∣∣
≤ C

∣∣∣ ∑
(j1,j2),(j3,j4)∈JcA

(σj1,j1σj2,j4)a
∣∣∣ ≤ ∑

1≤j≤p, (j2,j4)∈JA

O(ρa) = O(p|JA|ρa),

where we use Condition 2.5 that σj2,j4 = ρ when (j2, j4) ∈ JA and σj2,j4 = 0
when (j2, j4) 6∈ JA.
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Case (3) If |{j1, j2}| ∩ |{j3, j4}| = 0, it means that j1 6= j2 6= j3 6= j4. Then

(B.130) = O(1)(σj1,j3σj2,j4 + σj1,j4σj2,j3)a−c(σj1,j3σj2,j4)r(σj1,j4σj2,j3)c−r,

which nonzero only when (j1, j3), (j2, j4) ∈ JcA or (j1, j4), (j2, j3) ∈ JcA. By
the symmetricity of j indexes, Condition 2.1 and Condition 2.5,∣∣∣∣∣ ∑

(j1,j2),(j3,j4)∈JcA

Qc(i, j1, j2, ĩ, j3, j4)× 1{|{j1,j2}|∩|{j3,j4}|=0}

∣∣∣∣∣
≤ C

∑
(j1,j3),(j2,j4)∈JcA

ρ2a = O(|JA|2ρ2a).

In summary,∣∣∣ ∑
(j1,j2),(j3,j4)∈JcA

Qc(i, j1, j2, ĩ, j3, j4)
∣∣∣ = O(p2 + p|JA|ρa + |JA|2ρ2a) = o(p2),

as we assume |JA|ρa = O(pn−a/2).

var(TU,a,2) = o(p2n−a). Similarly to Section B.4.1, by the Cauchy-Schwarz
inequality,

var(TU,a,2) ≤ C
a∑
c=0

var(TU,a,2,c),(B.131)

where TU,a,2,c =
∑

(j1,j2)∈JA K(c, j1, j2). To prove var(TU,a,2) = o(p2n−a),

it suffices to prove var(TU,a,2,c) = o(p2n−a) for 0 ≤ c ≤ a. Following the
notation in Section B.4.1, we have

E(T 2
U,a,2,c) = F 2(a, c)

∑
i,̃i∈P(n,a+c);

(j1,j2),(j3,j4)∈JA

Qc(i, j1, j2, ĩ, j3, j4).

When 1 ≤ c ≤ a, E(TU,a,2,c) = 0; when c = 0, E(TU,a,2,0) =
∑

(j1,j2)∈JA σ
a
j1,j2

.
Then

var(TU,a,2,c) = F 2(a, c)
∑

i,̃i∈P(n,a+c);
(j1,j2),(j3,j4)∈JA

Q̃c(i, j1, j2, ĩ, j3, j4),(B.132)

where we define Q̃c(i, j1, j2, ĩ, j3, j4) = Qc(i, j1, j2, ĩ, j3, j4) when 1 ≤ c ≤ a;
and Q̃c(i, j1, j2, ĩ, j3, j4) = Qc(i, j1, j2, ĩ, j3, j4)− (σj1,j2σj3,j4)a when c = 0.
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To prove var(TU,a,2,c) = o(p2n−a) for 1 ≤ c ≤ a, we next examine the
value of Qc(i, j1, j2, ĩ, j3, j4). For given i, ĩ ∈ P(n, a+ c), we define {i}(l) and

{̃i}(l) for l = 1, 2, 3 same as in Section B.4.1. Consider an index i ∈ {i}(2). If

i 6∈ {̃i},
Qc(i, j1, j2, ĩ, j3, j4) = E(xi,j1)E(other terms) = 0.

If i ∈ {̃i}(1), by Condition A.1,

Qc(i, j1, j2, ĩ, j3, j4) = E(xi,j1xi,j3xi,j4)E(other terms) = 0.

Similarly, for an index i ∈ {i}(3), we have Qc(i, j1, j2, ĩ, j3, j4) = 0 if i 6∈ {̃i}
or i ∈ {̃i}(1). Analyzing the indexes in {̃i} symmetrically, we know that

Qc(i, j1, j2, ĩ, j3, j4) 6= 0 only when {i}(2) ∪ {i}(3) = {̃i}(2) ∪ {̃i}(3). Suppose

|{i}(2) ∩ {̃i}(2)| = r, then |{i}(2) ∩ {̃i}(3)| = c− r, |{i}(3) ∩ {̃i}(2)| = c− r, and

|{i}(3)∩{̃i}(3)| = r. Moreover, we let |{i}(1)∩{̃i}(1)| = tc then 0 ≤ tc ≤ a−c.
It follows that

Qc(i, j1, j2, ĩ, j3, j4)(B.133)

=
{

E
( 4∏
t=1

xi,jt

)}tc{
E(xi,j1xi,j2)E(xi,j3xi,j4)

}a−c−tc
×{E(xi,j1xi,j3)E(xi,j2xi,j4)}r{E(xi,j1xi,j4)E(xi,j2xi,j3)}c−r.

To examine (B.125), we next analyze (B.133) with respect to different c and
tc values, where 0 ≤ c ≤ a, 0 ≤ r ≤ c and 0 ≤ tc ≤ a− c.

When c = 0 and tc = t0 = 0, it means that {i} = {i}(1), {̃i} = {̃i}(1),

{i} ∩ {̃i} = ∅ and Q0(i, j1, j2, ĩ, j3, j4) = (σj1,j2σj3,j4)a. Then∑
i,̃i∈P(n,a);

(j1,j2),(j3,j4)∈JA

Q̃0(i, j1, j2, ĩ, j3, j4)× 1{t0=0}(B.134)

=
∑

i,̃i∈P(n,a);
(j1,j2),(j3,j4)∈JA

{
Q0(i, j1, j2, ĩ, j3, j4)− (σj1,j2σj3,j4)a

}
1{t0=0} = 0.

In the following, it remains to consider the cases when c ≥ 1 or tc ≥ 1 in
(B.133), which are examined by discussing three cases (j1, j2, j3, j4) below.

Case (1) If |{j1, j2} ∩ {j3, j4}| = 2, we assume without loss of generality
that j1 = j3 and j2 = j4. Then by Condition A.1, E(x1,j1x1,j2x1,j3x1,j4) =
κ1(2σ2

j1,j2
+ σj1,j1σj2,j2), and

(B.133) = {κ1(2σ2
j1,j2 + σj1,j1σj2,j2)}tcσ2(a−c−tc)

j1,j2
(σj1,j1σj2,j2)r(σj1,j2)2(c−r).
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Case (1.1) For c = 0 and 1 ≤ tc = t0 ≤ a, we have |{i} ∪ {̃i}| ≤ 2a − t0,

and ∣∣∣∣∣ ∑
i,̃i∈P(n,a);

(j1,j2),(j3,j4)∈JA

Q̃0(i, j1, j2, ĩ, j3, j4)1{c=0,1≤t0≤a,|{j1,j2}∩{j3,j4}|=2}

∣∣∣∣∣(B.135)

≤ C
a∑

t0=1

n2a−t0
∑

(j1,j2)∈JA

|σj1,j2 |2(a−t0)|2σ2
j1,j2 + σj1,j1σj2,j2 |t0 + |σj1,j2 |2a

=
a∑

t0=1

O(1)n2a−t0 |JA| × (ρ2a + ρ2(a−t0)),

where we use Condition 2.5.

Case (1.2) For 1 ≤ c ≤ a and 0 ≤ tc ≤ a−c, we have |{i}∪{̃i}| ≤ 2a−tc,
and for each c given,∣∣∣∣∣ ∑

i,̃i∈P(n,a);
(j1,j2),(j3,j4)∈JA

Q̃c(i, j1, j2, ĩ, j3, j4)1{1≤tc≤a−c,|{j1,j2}∩{j3,j4}|=2}

∣∣∣∣∣(B.136)

≤ C
∑

0≤r≤c;
0≤tc≤a−c

n2a−tc
∑

(j1,j2)∈JA

|σj1,j2 |2(a−c−tc)

×|2σ2
j1,j2 + σj1,j1σj2,j2 |tc |σj1,j1σj2,j2 |r|σj1,j2 |2(c−r)

=
∑

0≤r≤c;
0≤tc≤a−c

O(1)n2a−tc |JA|{ρ2(a−r) + ρ2(a−tc−r)}.

Case (2) If |{j1, j2} ∩ {j3, j4}| = 1, we assume without loss of generality
that j1 = j3 and j2 6= j4. Then by Condition A.1, E(x1,j1x1,j2x1,j3x1,j4) =
κ1(2σj1,j2σj1,j4 + σj1,j1σj2,j4).We then know

(B.133) = {κ1(2σj1,j2σj1,j4 + σj1,j1σj2,j4)}tc(σj1,j2σj1,j4)a−c−tc

×(σj1,j1σj2,j4)r(σj1,j4σj1,j2)c−r.

Case (2.1) For c = 0 and 1 ≤ tc = t0 ≤ a, we have |{i} ∪ {̃i}| ≤ 2a− t0,



ASYMPTOTICALLY INDEPENDENT U-STATISTICS 145

and (B.133) 6= 0 at least when (j1, j2), (j1, j4) ∈ JA. Then∣∣∣∣∣ ∑
i,̃i∈P(n,a);

(j1,j2),(j3,j4)∈JA

Q̃0(i, j1, j2, ĩ, j3, j4)1{c=0,1≤t0≤a,|{j1,j2}∩{j3,j4}|=1}

∣∣∣∣∣(B.137)

≤ C
a∑

t0=1

n2a−t0
∑

(j1,j2),(j1,j4)∈JA

(
|σj1,j2σj1,j4 |a + |σj2,j4 |t0 |σj1,j2σj1,j4 |a−t0

)

=

a∑
t0=1

O(1)n2a−t0 max
1≤j1≤p

|Jj1 | × |JA|(ρ2a + ρ2a−t0).

Case (2.2) For c ≥ 1 and 0 ≤ tc ≤ a − c, we have |{i} ∪ {̃i}| ≤ 2a − tc.
(B.133) 6= 0 when (j1, j2), (j1, j4) ∈ JA or (j2, j4) ∈ JA. For given c, the
range of (B.133) is between O(ρ2a−tc−r) and O(ρ2a−r).∣∣∣∣∣ ∑

i,̃i∈P(n,a);
(j1,j2),(j3,j4)∈JA

Q̃c(i, j1, j2, ĩ, j3, j4)1{0≤tc≤a−c,|{j1,j2}∩{j3,j4}|=1}

∣∣∣∣∣(B.138)

=
∑

0≤r≤c;
0≤tc≤a−c

O(1)n2a−tc max
1≤j1≤p

|Jj1 | × |JA|(ρ2a−tc−r + ρ2a−r).

Case (3) If |{j1, j2} ∩ {j3, j4}| = 0, we know j1 6= j2 6= j3 6= j4. Then by
Condition A.1 and 2.5, E(x1,j1x1,j2x1,j3x1,j4) = κ1(σj1,j2σj3,j4 +σj1,j3σj2,j4 +
σj1,j4σj2,j3) = O(ρ2). Therefore, (B.133) = O(ρ2a).

Case (3.1) For c = 0 and 1 ≤ tc = t0 ≤ a, we have |{i} ∪ {̃i}| ≤ 2a− t0.∣∣∣∣∣ ∑
i,̃i∈P(n,a);

(j1,j2),(j3,j4)∈JA

Q̃0(i, j1, j2, ĩ, j3, j4)1{c=0,1≤t0≤a,|{j1,j2}∩{j3,j4}|=0}

∣∣∣∣∣(B.139)

≤ C
a∑

t0=1

∑
(j1,j2),(j3,j4)∈JA

|σj1,j2σj3,j4 |a =
a∑

t0=1

n2a−t0 |JA|2O(ρ2a).

Case (3.2) For 1 ≤ c ≤ a and 0 ≤ tc ≤ a, we have |{i} ∪ {̃i}| ≤ 2a− tc.
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Then for given c ≥ 1,∣∣∣∣∣ ∑
i,̃i∈P(n,a);

(j1,j2),(j3,j4)∈JA

Q̃c(i, j1, j2, ĩ, j3, j4)1{0≤tc≤a−c,|{j1,j2}∩{j3,j4}|=0}

∣∣∣∣∣(B.140)

≤ C
∑

0≤r≤c;
0≤tc≤a−c

n2a−tc
∑

(j1,j2),(j3,j4)∈JA

|σj1,j2σj3,j4 |a

=

a−c∑
tc=0

n2a−tc |JA|2O(ρ2a),

where we use the symmetricity of indexes.
Combining (B.135)–(B.140) above, and by (B.131) and (B.132) and F (a, c) =

O(n−(a+c)), we know

var(T1,a,2)(B.141)

=

a∑
t0=1

O(1)
1

nt0
|JA| × {ρ2a + ρ2(a−t0)}

+

a∑
c=1

a−c∑
tc=0

c∑
r=0

O(1)|JA|
1

n2c+tc
{ρ2(a−r) + ρ2(a−tc−r)}

+

a∑
t0=1

O(1)
1

nt0
max

1≤j1≤p
|Jj1 | × |JA|(ρ2a + ρ2a−t0)

+

a∑
c=1

a−c∑
tc=0

c∑
r=0

O(1)
1

n2c+tc
max

1≤j1≤p
|Jj1 ||JA|(ρ2a−tc−r + ρ2a−r)

+
a∑

t0=1

O(1)
1

nt0
|JA|2ρ2a +

a∑
c=1

a−c∑
tc=0

O(1)
1

n2c+tc
|JA|2ρ2a.

We then examine the six summed terms in the right hand side of (B.141)
and show that they are o(p2n−a) respectively.

(1) For the first term in (B.141), as |JA|ρa = O(pn−a/2),

n−t0 |JA|ρ2a = n−t0 |JA|−1|JA|2ρ2a = o(p2n−a),

and

n−t0 |JA|ρ2(a−t0) =n−t0 |JA|1−2(a−t0)/a(|JA|ρa)2(a−t0)/a

=O(1)n−t0 |JA|−1+2t0/a(pn−a/2)2(a−t0)/a

=O(1)p2n−a|JA|−1+t0/a(|JA|/p2)t0/a = o(p2n−a),
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where we use 1 ≤ t0 ≤ a and |JA| = o(p2) in the last equation.

(2) For the second term in (B.141), as r ≤ c ≤ a and |JA| = o(p2),

n−(2c+tc)|JA|ρ2(a−r) =n−(2c+tc)|JA|1−2(a−r)/a(|JA|ρa)2(a−r)/a

=O(1)p2n−a+r−2c−tc |JA|−1+r/a(|JA|/p2)r/a

=o(p2n−a),

and similarly as r ≤ c ≤ a, tc + r ≤ a and c ≥ 1,

n−(2c+tc)|JA|ρ2(a−tc−r)

=O(1)p2n−a+tc+r−2c−tc |JA|−1+(tc+r)/a(|JA|/p2)(tc+r)/a

=o(p2n−a).

(3) For the third term in (B.141), as 1 ≤ t0 ≤ a, and |JA|ρa = O(pn−a/2),

n−t0 max
1≤j1≤p

|Jj1 | × |JA|ρ2a =
max1≤j1≤p |Jj1 |

nt0 |JA|
|JA|2ρ2a = o(p2n−a),

and

n−t0 max
1≤j1≤p

|Jj1 | × |JA|ρ2a−t0

= n−t0 max
1≤j1≤p

|Jj1 | × |JA|1−(2a−t0)/a(|JA|ρa)(2a−t0)/a

= O(1)p2n−a−t0/2 max
1≤j1≤p

|Jj1 | × |JA|−1+t0/(a)p−t0/a

= O(1)
p2

na+t0/2

max1≤j1≤p |Jj1 |
|JA|

( |JA|
max1≤j1≤p |Jj1 |

max1≤j1≤p |Jj1 |
p

)t0/a
= O(1)

p2

na+t0/2

(max1≤j1≤p |Jj1 |
|JA|

)1−t0/a(max1≤j1≤p |Jj1 |
p

)t0/a
= o(p2n−a),

where in the last equation, we use 1 ≤ t0 ≤ a, max1≤j1≤p |Jj1 | ≤ |JA| and
max1≤j1≤p |Jj1 | ≤ p.

(4) For the fourth term in (B.141),

n−(2c+tc) max
1≤j1≤p

|Jj1 ||JA|ρ2a−tc−r

= n−(2c+tc) max
1≤j1≤p

|Jj1 ||JA|1−(2a−tc−r)/a(|JA|ρa)(2a−tc−r)/a

= O(1)
p2

na
1

n2c+tc/2−r/2
max1≤j1≤p |Jj1 |

|JA|

( |JA|
p

)(tc+r)/a

= O(1)
p2

na
1

n2c+tc/2−r/2

(max1≤j1≤p |Jj1 |
|JA|

)1−(tc+r)/a(max1≤j1≤p |Jj1 |
p

)(tc+r)/a

= o(p2n−a),
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where we obtain the last equation by noting that tc+r ≤ a, r ≤ c and c ≥ 1.
Similarly, we have

n−(2c+tc) max
1≤j1≤p

|Jj1 ||JA|ρ2a−r

=O(1)
p2

na
1

n2c+tc−r/2

(max1≤j1≤p |Jj1 |
|JA|

)1−r/a(max1≤j1≤p |Jj1 |
p

)r/a
=o(p2n−a).

(5) For the fifth and sixth terms in (B.141), as |JA|ρa = O(pn−a/2), t0 ≥ 1
and c ≥ 1, we know

1

nt0
|JA|2ρ2a = o(p2n−a), and

1

n2c+tc
|JA|2ρ2a = o(p2n−a).

B.4.2. Proof of Lemma A.12 (on Page 46, Section A.5). The proof is
similar to Section B.1.2. In particular, Lemma A.12 shows that var{U(a)} '
var(TU,a,1,1). By the Cauchy-schwarz inequality,

cov{U(a)/σ(a),U(b)/σ(b)} = E{TU,a,1,1TU,b,1,1}/{σ(a)σ(b)}+ o(1),

where we use E(TU,a,1,1) = E(TU,b,1,1) = 0. For two integers a 6= b, we next
prove E(TU,a,1,1TU,b,1,1)=0. Specifically,

E(TU,a,1,1TU,b,1,1)

= (Pna P
n
b )−1

∑
i∈P(n,a),̃i∈P(n,b);
(j1,j2),(j3,j4)∈JcA

E
( a∏
k=1

xik,j1xik,j2

b∏
k̃=1

xĩk̃,j3
xĩk̃,j4

)
.

Since a 6= b, {i} 6= {̃i}. Assume without loss of generality that a < b and
index i ∈ {̃i} but i 6∈ {i}. Then

E
( a∏
k=1

xik,j1xik,j2

b∏
k̃=1

xĩk̃,j3
xĩk̃,j4

)
= E(x1,j3x1,j4)× E(other terms) = 0,

where we use the σj1,j2 = σj3,j4 = 0 for (j1, j2), (j3, j4) ∈ JcA. Therefore
cov(TU,a,1,1, TU,b,1,1) = 0 and the lemma is proved.
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B.4.3. Proof of Lemma A.13 (on Page 46, Section A.5). We prove Lemma
A.13 similarly as in Section B.1.5. By the Cauchy-Schwarz inequality, for
some constant C,

var
( n∑
k=1

π2
n,k

)
≤ Cn2 max

1≤k≤n; 1≤r1,r2≤m
var(Tk,ar1 ,ar2 ),

where c(n, a) = [a × {σ(a)Pna }−1]2 and for two finite integers a1 and a2,
Tk,a1,a2 = Ek−1(An,k,a1An,k,a2). In particular, when k < max{a1, a2}, Tk,a1,a2 =
0; when k ≥ max{a1, a2},

Tk,a1,a2 = Ek−1(An,k,a1An,k,a2)

=
∑

i(l)∈P(k−1,al−1), l=1,2;
(j1,j2),(j3,j4)∈JcA

{ 2∏
l=1

c(n, al)
}1/2

X(k, i(l), j2l−1, j2l : l = 1, 2)

with

X(k, i(l), j2l−1, j2l : l = 1, 2) = E
( 4∏
t=1

xk,jt

) 2∏
l=1

al−1∏
t=1

(x
i
(l)
t , j2l−1

x
i
(l)
t , j2l

).

To prove var(
∑n

k=1 π
2
n,k)→ 0, it suffices to prove var(Tk,ar1 ,ar2 ) = o(n−2) for

any 1 ≤ r1, r2 ≤ m. Without loss of generality, we consider two finite integers
a1 and a2, and prove var(Tk,a1,a2) = o(n−2) when max{a1, a2} ≤ k ≤ n.

To prove var(Tk,a1,a2) = o(n−2), we decompose Tk,a1,a2 =
∑4

M=2 Tk,a1,a2,(M),
where

Tk,a1,a2,(M) =
∑

i(l)∈P(k−1,al−1), l=1,2;
(j1,j2),(j3,j4)∈JcA

1{|{j1,j2}∪{j3,j4}|=M}

×
{ 2∏
l=1

c(n, al)
}1/2

X(k, i(l), j2l−1, j2l : l = 1, 2).

Here 2 ≤M ≤ 4 because 2 ≤ |{j1, j2} ∪ {j3, j4}| ≤ 4 when (j1, j2), (j3, j4) ∈
JcA. By the Cauchy-Schwarz inequality, to prove var(Tk,a1,a2) = o(n−2), it
suffices to prove var(Tk,a1,a2,(M)) = o(n−2) for M = 2, 3, 4. For easy presen-
tation, we let a3 = a1 and a4 = a2, and then

T2
k,a1,a2,(M) =

∑
i(l)∈P(k−1,al−1), l=1,2,3,4;

(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈JcA

1{|{j1,j2}∪{j3,j4}|=M,
|{j5,j6}∪{j7,j8}|=M

}

×
{ 2∏
l=1

c(n, al)
}
× X(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4),
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where

X(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4)

= E
( 4∏
t=1

xk,jt

)
E
( 8∏
t=5

xk,jt

)( 4∏
l=1

al−1∏
t=1

x
i
(l)
t , j2l−1

x
i
(l)
t , j2l

)
.

By var{Tk,a1,a2,(M)} = E{T2
k,a1,a2,(M)} − {E(Tk,a1,a2,(M))}2,

var{Tk,a1,a2,(M)}

=
∑

i(l)∈P(k−1,al−1), l=1,2,3,4;
(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈JcA

1{|{j1,j2}∪{j3,j4}|=M,
|{j5,j6}∪{j7,j8}|=M

}{ 2∏
l=1

c(n, al)
}

×
[
E
{
X(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4)

}
−E
{
X(k, i(l), j2l−1, j2l : l = 1, 2)

}
× E

{
X(k, i(l), j2l−1, j2l : l = 3, 4)

}]
,

where we similarly define

X(k, i(l), j2l−1, j2l : l = 3, 4) = E
( 8∏
t=5

xk,jt

) 4∏
l=3

al−1∏
t=1

(x
i
(l)
t , j2l−1

x
i
(l)
t , j2l

).

To prove var(Tk,a1,a2,(M)) = o(n−2), we examine the value of

E
{
X(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4)

}
(B.142)

−E
{
X(k, i(l), j2l−1, j2l : l = 1, 2)

}
E
{
X(k, i(l), j2l−1, j2l : l = 3, 4)

}
.

We next show that when (B.142) 6= 0, the following two claims hold:

Claim 1: ({i(1)} ∪ {i(2)}) ∩ ({i(3)} ∪ {i(4)}) 6= ∅,(B.143)

Claim 2: | ∪4
l=1 {i(l)}| ≤ a1 + a2 − 2.

Claim 1 can be straightforwardly seen from the definition (B.142). We then
prove Claim 2. Note that E{X(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4)} 6= 0 only
when | ∪4

l=1 {i(l)}| ≤ a1 + a2 − 2 following similar analysis to Section B.1.5.
In addition, as σj1,j2 = σj3,j4 = 0 when (j1, j2), (j3, j4) ∈ JcA, we know that
E{X(k, i(l), j2l−1, j2l : l = 1, 2)} 6= 0 only when {i(1)} = {i(2)}; as σj5,j6 =
σj7,j8 = 0, we similarly know that E{X(k, i(l), j2l−1, j2l : l = 3, 4)} 6= 0 only
when {i(3)} = {i(4)}. It follows that if |∪4

l=1{i(l)}| > a1 +a2−2, (B.142) = 0.
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Thus to evaluate var{Tk,a1,a2,(M)}, it remains to consider (B.142) under the

cases when ({i(1)}∪{i(2)})∩({i(3)}∪{i(4)}) 6= ∅ and |∪4
l=1{i(l)}| ≤ a1+a2−2.

Given the two claims above, we examine var{Tk,a1,a2,(M)} for M = 2, 3, 4
respectively. To facilitate the discussion, we decompose var{Tk,a1,a2,(M)} =
var{Tk,a1,a2,(M)}(1) + var{Tk,a1,a2,(M)}(2), where

var{Tk,a1,a2,(M)}(1)

=
∑

i(l)∈P(k−1,al−1), l=1,2,3,4;
(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈JcA

1|∪
4
l=1{i

(l)}|=a1+a2−2;
|{j1,j2}∪{j3,j4}|=M ;
|{j5,j6}∪{j7,j8}|=M


2∏
l=1

c(n, al)× (B.142),

and

var{Tk,a1,a2,(M)}(2)

=
∑

i(l)∈P(k−1,al−1), l=1,2,3,4;
(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈JcA

1|∪
4
l=1{i

(l)}|<a1+a2−2;
|{j1,j2}∪{j3,j4}|=M ;
|{j5,j6}∪{j7,j8}|=M


2∏
l=1

c(n, al)× (B.142).

We next consider M = 2, 3, 4 in the following Cases (1)–(3), respectively.
We assume without loss of generality that a1 ≤ a2 in the following.

Case (1): When M = 2, by the definition of Tk,a1,a2,(M), we know
{j1, j2} = {j3, j4}, {j5, j6} = {j7, j8}, and |{jt : t = 1, . . . , 8}| ≤ 4. It
follows that var{Tk,a1,a2,(M)}(2) = O{

∏2
l=1 c(n, al)p

4na1+a2−3} = o(n−2)
by the boundedness of moments in Condition 2.1 and the definition of
var{Tk,a1,a2,(M)}(2).

We next prove var{Tk,a1,a2,(M)}(1) = o(n−2). Recall that we consider |∪4
l=1

{i(l)}| = a1 +a2−2 here by the construction of var{Tk,a1,a2,(M)}(1). Suppose

|{i(1)}∩{i(2)}| = s, where s ≤ a1−1. Then symmetrically |{i(3)}∩{i(4)}| = s.
Further assume |{i(1)} ∩ {i(3)}| = s1, then |{i(2)} ∩ {i(3)}| = a1 − 1− s− s1,
|{i(1)} ∩ {i(4)}| = a1 − 1 − s − s1 and |{i(2)} ∩ {i(4)}| = a2 − a1 + s1. It
follows that |({i(1)} ∪ {i(2)}) ∩ ({i(3)} ∪ {i(4)})| = a1 + a2 − 2 − 2s. Note
that (B.142) = 0 if a1 + a2 − 2− 2s = 0, which can only be achieved when
a1 = a2 and s = a1 − 1. It remains to consider a1 + a2 − 2− 2s ≥ 1, that is,
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0 ≤ s ≤ A0, where A0 = (a1 + a2 − 3)/2. Given s and s1, we have

(B.142) =
{

E
( ∏
t=1,2,5,6

x1,jt

)}s1{
E
( ∏
t=3,4,7,8

x1,jt

)}a2−a1+s1
(B.144)

×
{

E
( ∏
t=3,4,5,6

x1,jt

)
E
( ∏
t=1,2,7,8

x1,jt

)}a1−1−s−s1

×
{

E
( ∏
t=1,2,3,4

x1,jt

)
E
( ∏
t=5,6,7,8

x1,jt

)}s+1
.

Under the considered Case (1), {j1, j2} = {j3, j4} and {j5, j6} = {j7, j8}.
If |{jt : t = 1, . . . , 8}| ≤ 3, we know by Condition 2.1,∣∣∣∣∣ ∑

(j1,j2),(j3,j4),
(j5,j6),(j7,j8)∈JcA

(B.142)× 1|{jt:t=1,...,8}|≤3

∣∣∣∣∣ = O(p3).(B.145)

If |{jt : t = 1, . . . , 8}| = 4, {j1, j2} ∩ {j5, j6} = ∅. By Conditions 2.1, A.1
and 2.5, we know E(

∏4
t=1 x1,jt) = κ1(σj1,j1 + σj2,j2) = O(1) and similarly

E(
∏8
t=5 x1,jt) = O(1). By (B.144), (B.142) 6= 0 only if E(

∏
t=1,2,5,6 x1,jt) 6=

0. This induces (j1, j5), (j2, j6) ∈ JA or (j1, j6), (j2, j5) ∈ JA, and then
(B.142) = O(ρ2(a1+a2−2s)). By the symmetricity of j indexes, we have∣∣∣ ∑

(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈JcA

(B.142)× 1{|{jt:t=1,...,8}|=4}

∣∣∣(B.146)

≤ C
∑

(j1,j5),(j2,j6)∈JA

ρ2(a1+a2−2−2s) ≤ C|JA|2ρ2(a1+a2−2−2s).

By (B.145) and (B.146),

var{Tk,a1,a2,(M)}(1) =

A0∑
s=0

O
{
p3 + |JA|2ρ2(a1+a2−2−2s)

}
na1+a2−2

2∏
l=1

c(n, al).

Note that O(p3na1+a2−2)
∏2
l=1 c(n, al) = o(n−2), and

|JA|2ρ2(a1+a2−2−2s)na1+a2−2c(n, a1)c(n, a2)(B.147)

= O(1)p−4n−2|JA|
2− 2(a1+a2−2−2s)

a1+a2 (|JA|ρa1 × |JA|ρa2)
2(a1+a2−2−2s)

a1+a2

= O(1)|JA|
2− 2(a1+a2−2−2s)

a1+a2 p
2(a1+a2−2−2s)

a1+a2
−4
n−(a1+a2−2−2s)−2

= O(1)|JA|
−a1+a2−2−2s

a1+a2 (|JA|/p2)
2−a1+a2−2−2s

a1+a2 n−(a1+a2−2−2s)−2

= o(n−2).
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Therefore var{Tk,a1,a2,(M)}(1) = o(n−2).

Case (2): When M = 3, we assume without loss of generality that j1 = j3
and j5 = j7, then

{j1, j2, j3, j4} = {j1, j2, j4} and {j5, j6, j7, j8} = {j5, j6, j8}.(B.148)

It follows that E(
∏4
t=1 x1,jt) = κ1σj1,j1σj2,j4 and E(

∏8
t=5 x1,jt) = κ1σj5,j5σj6,j8 ,

which are 0 when (j2, j4) and (j6, j8) ∈ JcA; and are O(ρ) when (j2, j4) and
(j6, j8) ∈ JA. This suggests that if (B.142) 6= 0, (j2, j4) and (j6, j8) ∈ JA.

We first examine var{Tk,a1,a2,(3)}(1), which is the part of summation in

var{Tk,a1,a2,(3)} when | ∪4
l=1 {i(l)}| = a1 + a2 − 2. Recall that the two claims

in (B.143) also hold here. Similarly to Case (1) above, we still assume
|{i(1)} ∩ {i(2)}| = s, and |{i(1)} ∩ {i(3)}| = s1, then (B.144) holds. We next
discuss several sub-cases based on the size of the set {jt : t = 1, . . . , 8}.

Case (2.1): When |{jt : t = 1, . . . , 8}| = 6, we know {j1, j2, j3, j4} ∩
{j5, j6, j7, j8} = ∅ by (B.148). Then by (B.144), we know if (B.142) 6= 0, then
(j2, j4), (j6, j8), (j1, j5), (j2, j6) ∈ JA or (j2, j4), (j6, j8), (j1, j6), (j2, j5) ∈ JA.
Thus by the symmetricity of the j indexes, we have∑

(j1,j2),(j3,j4),
(j5,j6),(j7,j8)∈JcA

1(B.142)6=0 × 1|{jt:t=1,...,8}|=6 ≤ C
∑

(j1,j5),(j2,j6),
(j2,j4),(j6,j8)∈JA

1 ≤ C|JA|3.

By Conditions A.1 and 2.5, (B.142) = O(ρÃ1), where Ã1 = 2(a1 + a2 −
2− 2s) + 2(s+ 1) = 2(a1 + a2)− 2(s+ 1). Thus∣∣∣ ∑

(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈JcA

(B.142)1|{jt:t=1,...,8}|=6

∣∣∣ = O(|JA|3ρÃ1).

Case (2.2): When |{jt : t = 1, . . . , 8}| = 5, recall that we assume (B.148),
where j1 = j3 and j5 = j7 without loss of generality. If we further as-
sume j1 = j5, {jt : t = 1, . . . , 8} = {j1, j2, j4, j6, j8}. Then for (B.142) 6=
0, E(

∏
t=1,2,3,4 x1,jt) × E(

∏
t=5,6,7,8 x1,jt) 6= 0, then (j2, j4), (j6, j8) ∈ JA

holds. In addition, under this case, (B.142) = O{ρ(a1+a2−2−2s)+2(s+1)} =
O(ρa1+a2), and we have∣∣∣ ∑

(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈JcA

1(B.142)=O(ρa1+a2 ), |{jt:t=1,...,8}|=5

∣∣∣ = O(p|JA|2).
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If given j1 = j3 and j5 = j7, instead, assume j1 6= j5. We have j1 6= j2, j1 6= j4
and j1 6= j5. Then for (B.142) 6= 0, by discussing different cases of j indexes,

we know that (B.142) achieves the order between O(ρÃ1) and O(ρÃ2) where
Ã1 is defined as above and Ã2 = 2(s+ 1) + (1 + 2)× (a1 + a2 − 2s− 2)/2 =
3(a1 + a2)/2− (s+ 1). Moreover, we have∣∣∣∣∣ ∑

(j1,j2),(j3,j4),
(j5,j6),(j7,j8)∈JcA

1{(B.142)=O(ρu), Ã2≤u≤Ã1, |{jt:t=1,...,8}|=5}

∣∣∣∣∣ = O(Dmax|JA|2).

In summary,∣∣∣ ∑
(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈JcA

(B.142)× 1|{jt:t=1,...,8}|=5

∣∣∣
= O(Dmax|JA|2ρÃ1) +O(Dmax|JA|2ρÃ2) +O(p|JA|2ρa1+a2).

Case (2.3): When |{jt : t = 1, . . . , 8}| = 4, similarly as case (2.3),
we can discuss j1 = j5 and j1 6= j5 respectively. When j1 = j5, we note
that (B.142) can achieve the orders between O(ρa1+a2) and O(ρÃ3) with
Ã3 = (a1 + a2 − 2− 2s)/2 + 2(s+ 1) = (a1 + a2)/2 + s+ 1. Moreover,∣∣∣∣∣ ∑

(j1,j2),(j3,j4),
(j5,j6),(j7,j8)∈JcA

1(B.142)=O(ρu),Ã3≤u≤a1+a2, |{jt:t=1,...,8}|=4

∣∣∣∣∣ = O(pDmax|JA|).

In addition, when j1 6= j5, we note that (B.142) can achieve the order

between O(ρa1+a2) and O(ρÃ1). Under this case,∣∣∣∣∣ ∑
(j1,j2),(j3,j4),

(j5,j6),(j7,j8)∈JcA

1(B.142)=O(ρu),Ã4≤u≤a1+a2, |{jt:t=1,...,8}|=4

∣∣∣∣∣ = O(|JA|2).

In summary, by |JA| ≤ pDmax,∣∣∣ ∑
(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈JcA

(B.142)× 1|{jt:t=1,...,8}|=4

∣∣∣
= O(pDmax|JA|ρÃ3) +O(pDmax|JA|ρa1+a2) +O(|JA|2ρÃ1).

Case (2.4): When |{jt : t = 1, . . . , 8}| ≤ 3, we know by Condition 2.1,∣∣∣ ∑
(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈JcA

(B.142)× 1|{jt:t=1,...,8}|≤3

∣∣∣ = O(p3).
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In summary, combining Cases (2.1)–(2.4) above, we know

var{Tk,a1,a2,(3)}(1)(B.149)

=
2∏
l=1

c(n, al)n
a1+a2−2

A0∑
s=0

{
O(p3) +O(|JA|3ρÃ1)

+O(Dmax|JA|2ρÃ1) +O(Dmax|JA|2ρÃ2) +O(p|JA|2ρa1+a2)

+O(pDmax|JA|ρÃ3) +O(pDmax|JA|ρa1+a2) +O(|JA|2ρÃ1)
}
,

where Ã1 = 2(a1 + a2) − 2(s + 1), Ã2 = 3(a1 + a2)/2 − (s + 1) and Ã3 =
(a1 + a2)/2 + s+ 1.

Note that

2∏
l=1

c(n, al)× na1+a2−2|JA|3ρÃ1

= p−4n−2|JA|3ρ2(a1+a2−s−1)

= p−4n−2(|JA|ρa1 × |JA|ρa2)
2(a1+a2−s−1)

a1+a2 |JA|
3− 4(a1+a2−s−1)

a1+a2(B.150)

= O(1)n−2p
4(a1+a2−s−1)

a1+a2
−4
n−(a1+a2−s−1)|JA|

−1+
4(s+1)
a1+a2(B.151)

= O(1)n−2p
− 4(s+1)
a1+a2 n−(a1+a2−s−1)|JA|

−1+
4(s+1)
a1+a2

= O(1)n−2(|JA|/p2)
2(s+1)
a1+a2 |JA|

−1+
2(s+1)
a1+a2

= o(n2),

where from (B.150) to (B.151), we use |JA|ρa = O(pn−a/2), and in the last
equation, we use 2(s+ 1) ≤ a1 + a2− 1. Following similar analysis, we know
that all the terms in (B.149) are o(n−2) and var{Tk,a1,a2,(3)}(1) = o(n−2).

We next examine var{Tk,a1,a2,(3)}(2). Note that if (B.142) 6= 0, (j2, j4)
and (j6, j8) ∈ JA. We can discuss different cases of {j1, . . . , j8} similarly as
above. Then by Conditions 2.5 and A.1, as ρ = O(|JA|−1/atp1/atn−1/2) for
t = 1, 2, we have

∑
(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈JcA

(B.142) = O(p4). Given that

|∪4
l=1{i(l)}| < a1+a2−2 in var{Tk,a1,a2,(3)}(2), we obtain var{Tk,a1,a2,(3)}(2) =∏2
l=1 c(n, al)×O{p4na1+a2−3} = o(n−2).
In summary, we have var{Tk,a1,a2,(3)} = o(n−2).

Case (3): When M = 4, we consider j1 6= j2 6= j3 6= j4 and j5 6= j6 6=
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j7 6= j8 under this case. Since σj1,j2 = σj3,j4 = σj5,j6 = σj7,j8 = 0,

E(x1,j1x1,j2x1,j3x1,j4) = κ1(σj1,j3σj2,j4 + σj1,j4σj2,j3),

E(x1,j5x1,j6x1,j7x1,j8) = κ1(σj5,j7σj6,j8 + σj5,j8σj6,j7),

which are O(ρ2). Following similar analysis to Case (2), we can examine
the different cases when |{jt : t = 1, . . . , 8}| is between 4 and 8, and obtain,

var{Tk,a1,a2,(4)}(1)(B.152)

= O(1)
2∏
l=1

c(n, al)× na1+a2−2
A0∑
s=0

[
|JA|2ρ4(s+1)

+Dmax|JA|2ρ4(s+1)
(
ρa1−1−s + ρa2−1−s

)
+ max{|JA|, D2

max} × |JA|2ρ4(s+1)
(
ρ2(a1−1−s) + ρ2(a2−1−s)

)
+Dmax|JA|3

(
ρ2(a1+a2)−(a1−1−s) + ρ2(a1+a2)−(a2−1−s)

)
+ |JA|4ρ2(a1+a2).

Note that
∏2
l=1 c(n, al)n

a1+a2−2|JA|4ρ2(a1+a2) = O(1)p−4n−2p4n−(a1+a2) =
o(n−2). Moreover,

2∏
l=1

c(n, al)× na1+a2−2Dmax|JA|2ρ4(s+1)
(
ρa1−1−s + ρa2−1−s

)
(B.153)

= p−4n−2Dmax|JA|2
(
ρa1+3(s+1) + ρa2+3(s+1)

)
.

To show (B.153) = o(n−2) by symmetricity, it suffices to show for any integer
a1, p−4Dmax|JA|2ρa1+3(s+1) = o(1).

p−4Dmax|JA|2ρa1+3(s+1)

= p−4Dmax(|JA|ρa1)
a1+3(s+1)

a1 |JA|
2−a1+3(s+1)

a1(B.154)

= O(1)p−4Dmax(pn−a1/2)
a1+3(s+1)

a1 |JA|
2−a1+3(s+1)

a1(B.155)

= O(1)n−
a1+3(s+1)

2 (|JA|/p2)
1− (s+1)

a1

×(Dmax/p)
1− s+1

a1 (Dmax/|JA|)
s+1
a1 |JA|

− s+1
a1 ,

= o(1),

where from (B.154) to (B.155), we use |JA|ρa1 = O(pn−a1/2), and in the last
equation we use |JA| = o(p2), Dmax ≤ p and Dmax ≤ |JA|. For other terms
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in (B.152), similar analysis can be applied and we have var{Tk,a1,a2,(4)}(1) =
o(n−2).

In addition, similarly to the analysis of var{Tk,a1,a2,(3)}(2), by Conditions
2.5 and A.1, we still have

∑
(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈JcA

(B.142) = O(p4).

Since | ∪4
l=1 {i(l)}| < a1 + a2 − 2 in var{Tk,a1,a2,(4)}(2) by construction,

we obtain var{Tk,a1,a2,(4)}(2) =
∏2
l=1 c(n, al) × O{p4na1+a2−3} = o(n−2).

In summary, var{Tk,a1,a2,(4)} = o(n−2) is proved.

B.4.4. Proof of Lemma A.14 (on Page 47, Section A.5). Similarly to
Section B.1.6,

n∑
k=1

E(D4
n,k) =

n∑
k=1

∑
1≤r1,r2,r3,r4≤m

4∏
l=1

trl × E
( 4∏
l=1

An,k,arl

)
,

where we use the redefined notation in Section A.5. To prove Lemma A.6, it
suffices to show that for given 1 ≤ k ≤ n and 1 ≤ r1, r2, r3, r4 ≤ m, we have
E(
∏4
l=1An,k,arl ) = o(n−1). Moreover by the Cauchy-Schwarz inequality, it

suffices to show E(A4
n,k,a) = o(n−1) for a ∈ {a1, . . . , am}. Following (B.61),

we have An,k,a = 0 when k < a; and when k ≥ a,

E(A4
n,k,a) = c2(n, a)

∑
i(l)∈P(k−1,a−1), l=1,2,3,4;

(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈JcA

Q∗(i(1), i(2), i(3), i(4), j8),

where i(l) = (i
(l)
1 , . . . , i

(l)
a ) represents tuples 1 ≤ i(l)1 6= . . . 6= i

(l)
a ≤ n, and

Q∗(i(1), i(2), i(3), i(4), j8) = E
( 8∏
r=1

xk,jr

)
E
( 4∏
l=1

a−1∏
t=1

x
i
(l)
t ,j2l−1

x
i
(l)
t ,j2l

)
.

As c(n, a) = Θ(p−1n−a/2), to prove E(A4
n,k,a) = o(n−1), it suffices to show∑

i(l)∈P(k−1,a−1), l=1,2,3,4;
(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈JcA

Q∗(i(1), i(2), i(3), i(4), j8) = o(p4n2a−1).

Since σj1,j2 = 0 if (j1, j2) ∈ JcA, then similarly to Section B.1.6, we have
Q∗(i(1), i(2), i(3), i(4), j8) 6= 0 only when |

⋃4
l=1{i(l)}| ≤ 2(a− 1), and similarly

to (B.65), ∑
i(l)∈P(k−1,a−1), l=1,...,4

Q∗(i(1), i(2), i(3), i(4), j8) = O(n2a−2).
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It then remains to show∑
(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈JcA

Q∗(i(1), i(2), i(3), i(4), j8) = O(p4).(B.156)

We next prove by discussing |{jt : t = 1, . . . , 8}| and the corresponding
value of Q∗(i(1), i(2), i(3), i(4), j8). By Condition A.1, Q∗(i(1), i(2), i(3), i(4), j8)
can be written as certain linear combination of

∏4a
t=1(σjg2t−1 ,jg2t

), where
g2t−1 6= g2t and (g1, . . . , g8a) contain a number of 1, . . . , 8 respectively. If
|{jt : t = 1, . . . , 8}| ≤ 4, by Condition 2.1,∑
(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈JcA

Q∗(i(1), i(2), i(3), i(4), j8)× 1{|{jt:t=1,...,8}|≤4} = O(p4).

If |{jt : t = 1, . . . , 8}| = 5, note that for j1 6= j2, σj1,j2 6= 0 only when
(j1, j2) ∈ JA, then∣∣∣ ∑

(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈JcA

Q∗(i(1), i(2), i(3), i(4), j8)× 1{|{jt:t=1,...,8}|=5}

∣∣∣
≤ C

∑
1≤j1,j2,j5≤p,

(j6,j8)∈JA

σaj1,j1σ
a
j2,j2σ

a
j5,j5σ

a
j6,j8 = O(p3|JA|ρa) = o(p4),

where in the last equation, we use |JA|ρa = O(pn−a/2). In addition, similarly,
if |{jt : t = 1, . . . , 8}| = 6,∣∣∣ ∑

(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈JcA

Q∗(i(1), i(2), i(3), i(4), j8)× 1{|{jt:t=1,...,8}|=6}

∣∣∣
≤ C

∑
1≤j1,j2≤p,

(j5,j7),(j6,j8)∈JA

σaj1,j1σ
a
j2,j2σ

a
j5,j7σ

a
j6,j8 = O(p2|JA|2ρ2a) = o(p4).

If |{jt : t = 1, . . . , 8}| = 7,∣∣∣ ∑
(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈JcA

Q∗(i(1), i(2), i(3), i(4), j8)× 1{|{jt:t=1,...,8}|=7}

∣∣∣
≤ C

∑
1≤j1≤p,

(j2,j4),(j5,j7),(j6,j8)∈JA

σaj1,j1σ
a
j2,j4σ

a
j5,j7σ

a
j6,j8 = O(p|JA|3ρ3a) = o(p4).

If |{jt : t = 1, . . . , 8}| = 8,∣∣∣ ∑
(j1,j2),(j3,j4),(j5,j6),(j7,j8)∈JcA

Q∗(i(1), i(2), i(3), i(4), j8)× 1{|{jt:t=1,...,8}|=8}

∣∣∣
≤ C

∑
(j1,j3),(j2,j4),(j5,j7),(j6,j8)∈JA

σaj1,j3σ
a
j2,j4σ

a
j5,j7σ

a
j6,j8 = O(|JA|4ρ4a) = o(p4).
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In summary, (B.156) is obtained and Lemma A.14 is proved.

B.5. Lemmas for the proof of Theorem 4.1. In this section, we
prove Lemma A.15 on Page 55, where we prove var(

∑n
k=1 π

2
n,k) → 0 and∑n

k=1 E(D4
n,k)→ 0 in the following Sections B.5.1 and B.5.1, respectively.

B.5.1. Proof of Lemma A.15 (on Page 55, Section A.9).

Proof of var(
∑n

k=1 π
2
n,k)→ 0. Similarly to Section B.1.5,Dn,k =

∑m
r=1 trAn,k,ar ,

and then π2
n,k =

∑
1≤r1,r2≤m tr1tr2Ek−1(An,k,ar1An,k,ar2 ). Note that by the

Cauchy-Schwarz inequality, for some constant C,

var
( n∑
k=1

π2
n,k

)
≤ Cn2 max

1≤k≤n; 1≤r1,r2≤m
var(Tk,ar1 ,ar2 ),

where c(n, a) = [a × {σ(a)Pna }−1]2 and for two integers a1 and a2 we still
define Tk,a1,a2 = Ek−1(An,k,a1An,k,a2). In particular, when k < max{a1, a2},
Tk,a1,a2 = 0; when k ≥ max{a1, a2},

Tk,a1,a2 = Ek−1(An,k,a1An,k,a2)

=
∑

1≤j1,j2≤p;
i(l)∈P(k−1,al−1): l=1,2

{c(n, a1)c(n, a2)}1/2σj1,j2
2∏
l=1

al−1∏
t=1

x
i
(l)
t ,jl

.

To prove Lemma var(
∑n

k=1 π
2
n,k) → 0, it suffices to prove var(Tk,a1,a2) =

o(n−2), where var(Tk,a1,a2) = E(T2
k,a1,a2

)−{E(Tk,a1,a2)}2. We consider with-
out loss of generality that k ≥ max{a1, a2}.

When {i(1)} 6= {i(2)}, E(
∏2
l=1

∏al
t=1 xi(l)t ,jt

) = 0; and when {i(1)} = {i(2)},
it induces a1 = a2 and E(

∏2
l=1

∏al
t=1 xi(l)t ,jt

) = σaj1,j2 where we write a1 =

a2 = a. It follows that when a1 6= a2, E(Tk,a1,a2) = 0; when a1 = a2 = a,

E(Tk,a1,a2) =
∑

1≤j1,j2≤p;
i(l)∈P(k−1,al−1): l=1,2

1{{i(1)}={i(2)}} × {c(n, a1)c(n, a2)}1/2σaj1,j2 .

Then

{E(Tk,a1,a2)}2 =
∑

1≤j1,j2,j3,j4≤p;
i(l)∈P(k−1,al−1): l=1,2,3,4

1{{i(1)}={i(2)}
{i(3)}={i(4)}

} 2∏
l=1

c(n, al)× (σj1,j2σj3,j4)a.
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In addition, we obtain

E(T2
k,a1,a2) =

∑
1≤j1,j2,j3,j4≤p;

i(l)∈P(k−1,al−1): l=1,2,3,4

{ 2∏
l=1

c(n, al)σj2l−1,j2l

}
E
( 4∏
l=1

al−1∏
t=1

x
i
(l)
t , jl

)
,

where for simplicity of representation, we set a3 = a1 and a4 = a2. Define

Gk,a1,a2,1 =
∑

1≤j1,j2,j3,j4≤p;
i(l)∈P(k−1,al−1): l=1,2,3,4

1{ {i(1)}={i(2)},
{i(3)}={i(4)},
{i(1)}∩{i(3)}=∅

}
×
{ 2∏
l=1

c(n, al)σj2l−1,j2l

}
E
( 4∏
l=1

al−1∏
t=1

x
i
(l)
t , jl

)
.

Since |E(T2
k,a1,a2

)− {E(Tk,a1,a2)}2| ≤ |E(T2
k,a1,a2

)−Gk,a1,a2,1|+ |Gk,a1,a2,1 −
{E(Tk,a1,a2)}2|, we next prove E(T2

k,a1,a2
)−Gk,a1,a2,1 = o(n−2) andGk,a1,a2,1−

{E(Tk,a1,a2)}2 = o(n−2) respectively.

Step I: E(T2
k,a1,a2

) − Gk,a1,a2,1 = o(n−2). When {i(1)} = {i(2)}, {i(3)} =

{i(4)} and {i(1)} ∩ {i(3)} = ∅, it implies that a1 = a2 = a, | ∪4
l=1 {i(l)}| ≤

a1 + a2 − 3, and( 2∏
l=1

σj2l−1,j2l

)
× E

( 4∏
l=1

al−1∏
t=1

x
i
(l)
t , jl

)
= (σj1,j2σj3,j4)a.

It follows that if a1 6= a2, {E(Tk,a1,a2)}2 −Gk,a1,a2,1 = 0; if a1 = a2 = a,∣∣∣{E(Tk,a1,a2)}2 −Gk,a1,a2,1
∣∣∣

= c(n, a1)c(n, a2)O(na1+a2−3)
∣∣∣ ∑

1≤j1,j2,j3,j4≤p
(σj1,j2σj3,j4)a

∣∣∣ = o(n−2)

where we use c(n, a) = Θ(p−1n−a) and by Condition A.2,∑
1≤j1,j2,j3,j4≤p

(σj1,j2σj3,j4)a = O(p2).(B.157)

Step II: Gk,a1,a2,1−{E(Tk,a1,a2)}2 = o(n−2). We write E(T2
k,a1,a2

)−Gk,a1,a2,1 =
Gk,a1,a2,2 +Gk,a1,a2,3, where

Gk,a1,a2,2 =
∑

1≤j1,j2,j3,j4≤p;
i(l)∈P(k−1,al−1): l=1,2,3,4

1{ {i(1)}={i(2)},
{i(3)}={i(4)},
{i(1)}∩{i(3)}6=∅

}
×
{ 2∏
l=1

c(n, al)σj2l−1,j2l

}
E
( 4∏
l=1

al−1∏
t=1

x
i
(l)
t , jl

)
,
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and

Gk,a1,a2,3 =
∑

1≤j1,j2,j3,j4≤p;
i(l)∈P(k−1,al−1): l=1,2,3,4

1{{i(1)}6={i(2)} or

{i(3)}6={i(4)}

}

×
{ 2∏
l=1

c(n, al)σj2l−1,j2l

}
E
( 4∏
l=1

al−1∏
t=1

x
i
(l)
t , jl

)
.

For Gk,a1,a2,2, it is a summation over the indexes satisfying {i(1)} =
{i(2)}, {i(3)} = {i(4)} and {i(1)}∩{i(3)} 6= ∅. Thus | ∪4

l=1 {i(l)}| ≤ a1 +a2− 3,
and by c(n, a) = Θ(p−1n−a) and (B.157),

|Gk,a1,a2,2| ≤ Cp−2n−(a1+a2)na1+a2−3
∑

1≤j1,j2,j3,j4≤p
σj1,j2σj3,j4 = o(n−2).

For Gk,a1,a2,3, it is a summation over the indexes satisfying {i(1)} 6= {i(2)}
or {i(3)} 6= {i(4)}. We assume without loss of generality that {i(1)} 6= {i(2)}
and there exists an index m ∈ {i(1)} but m 6∈ {i(2)}. Similarly to Section
B.1.5, we know

( 2∏
l=1

σj2l−1,j2l

)
× E

( 4∏
l=1

al−1∏
t=1

x
i
(l)
t , jl

)
(B.158)

is nonzero only when | ∪4
l=1 {i(l)}| ≤ a1 + a2 − 2, that is, each index ap-

pears at least twice among the four sets {i(l)}, l = 1, 2, 3, 4. Therefore, we
know if (B.158) 6= 0, m ∈ {i(3)} ∪ {i(4)}. If m ∈ {i(3)} but m 6∈ {i(4)},
(B.158) = σj1,j2σj3,j4σj1,j3E(other terms). Under this case, we define K̃0 =
−(2 + ε)(4 + γ) log p/(ε log δ), where γ and ε are some positive constants and
δ is from Condition A.2. Then we have∑

1≤j1,j2,j3,j4≤p
(B.158) ≤ C

∑
1≤j1,j2,j3,j4≤p

σj1,j2σj3,j4σj1,j3(B.159)

≤ C
∑

|j1−j2|≤K̃0,

|j3−j4|≤K̃0,

|j1−j3|≤K̃0

1 + C
∑

|j1−j2|≥K̃0

δ|j1−j2|ε/(2+ε)

= O(pK̃2
0 ) +O(p4p−(4+γ)),

where in the second inequality, we use the symmetricity of j indexes and
also use Lemma B.1 similarly as in Section A.9. If m ∈ {i(4)} but m 6∈
{i(s)}, (B.159) also holds similarly. If m ∈ {i(3)} and m ∈ {i(4)}, (B.158) =
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σj1,j2σj3,j4E(xm,j1xm,j3xm,j4)E(other terms). Similarly to (B.159), as E(x) =
0, if |j1−j3| > K̃0 and |j1−j4| > K̃0, (B.158) ≤ Cδ|j1−j2|ε/(2+ε). Thus under
this case, we also have

∑
1≤j1,j2,j3,j4≤p (B.158) = O(pK̃2

0 ) + O(p−γ). Recall

that (B.158) 6= 0 only when |∪4
l=1{i(l)}| ≤ a1+a2−2. By c(n, a) = Θ(p−1n−a)

and K̃0 = O(log p),

|Gk,a1,a2,3| ≤ Cp−2n−(a1+a2)na1+a2−2
∑

1≤j1,j2,j3,j4≤p
|(B.158)|

= n−2p−2
{
O(pK̃2

0 ) +O(p−γ)
}

= o(n−2).

In summary,

var(Tk,a1,a2) ≤ |E(T2
k,a1,a2)−Gk,a1,a2,1|+ |Gk,a1,a2,2|+ |Gk,a1,a2,3| = o(n−2),

and then var(
∑n

k=1 π
2
n,k)→ 0 is proved.

Proof of
∑n

k=1 E(D4
n,k)→ 0. Similarly to Section B.1.6,

n∑
k=1

E(D4
n,k) =

n∑
k=1

∑
1≤r1,r2,r3,r4≤m

4∏
l=1

trl × E
( 4∏
l=1

An,k,arl

)
.

To prove
∑n

k=1 E(D4
n,k) → 0, it suffices to show that for given 1 ≤ k ≤ n

and finite integers (a1, a2, a3, a4), we have E(
∏4
l=1An,k,al) = o(n−1).

In particular,

E
( 4∏
l=1

An,k,al

)
=

{ 4∏
l=1

c(n, al)
}1/2 ∑

i(l)∈P(k−1,al−1), l=1,...,4;
1≤j1,j2,j3,j4≤p

E
( 4∏
l=1

xk,jl

)
E
( 4∏
l=1

al−1∏
t=1

xit,jl

)
.

Similarly to Section B.1.6, we have E(
∏4
l=1

∏al−1
t=1 xit,jl) 6= 0 only when |∪4

l=1

{i(l)}| ≤
∑4

l=1(al − 1)/2. We will prove that

∑
1≤j1,j2,j3,j4≤p

E
( 4∏
l=1

xk,jl

)
= O(p2).(B.160)

Then as c(n, a) = Θ(p−1n−a),

E
( 4∏
l=1

An,k,al

)
= O(1)p−2n−

∑4
l=1 al/2n

∑4
l=1(al−1)/2p2 = o(n−1).
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To finish the proof, it remains to show (B.160). When |{j1, j2, j3, j4}| ≤ 2,∑
1≤j1,j2,j3,j4≤p

E
( 4∏
l=1

xk,jl

)
1{|{j1,j2,j3,j4}|≤2} = O(p2).

When |{j1, j2, j3, j4}| ≥ 3, we assume without loss of generality that j1 ≤
j2 ≤ j3 ≤ j4. For K̃0 defined in Section B.5.1, if |j1− j2| > K̃0 or |j3− j4| >
K̃0, |E(

∏4
l=1 xk,jl)| ≤ Cδ|j1−j2|ε/(2+ε) = O(p−(4+γ)). If |j1 − j2| ≤ K̃0 and

|j3 − j4| ≤ K̃0, but |j2 − j3| > K0, by Lemma B.1,∣∣∣E( 4∏
l=1

xk,jl

)∣∣∣ ≤ σj1,j2σj3,j4 + Cδ|j1−j2|ε/(2+ε) = σj1,j2σj3,j4 +O(p−(4+γ)).

Therefore ∑
1≤j1,j2,j3,j4≤p

E
( 4∏
l=1

xk,jl

)
1{|{j1,j2,j3,j4}|≥3}

= O(pK̃3
0 ) +O(p4p−(4+γ)) +

∑
1≤j1,j2,j3,j4≤p

σj1,j2σj3,j4 = O(p2),

where in the last equation, we use Condition A.2 (2). In summary, (B.160)
is proved and the proof is finished.

B.6. Lemmas for the proof of Theorem 4.3.

B.6.1. Proof of Lemma A.16 (on Page 56, Section A.10). Under H0 :
µ = ν, we assume µ = ν = 0 without loss of generality by Proposition
A.1. To derive var{U(a)}, we write U(a) =

∑p
j=1 U (j)(a), where we define

G(a, c) = (−1)a−c
(
a
c

)
(Pnxc )−1(P

ny
a−c)

−1, and

U (j)(a) =

a∑
c=0

G(a, c)
∑

k∈P(nx,c),
s∈P(ny ,a−c)

c∏
t=1

xkt,j

a−c∏
m=1

ysm,j .(B.161)

Since E{U(a)} = 0 under H0,

var{U(a)} = E{U2(a)} =
∑

1≤j1,j2≤p
E{U (j1)(a)× U (j2)(a)}.(B.162)

Note that for given 1 ≤ j1, j2 ≤ p,

E{U (j1)(a)U (j2)(a)} =
∑

0≤c≤a,
k∈P(nx,c),
s∈P(ny ,a−c)

∑
0≤c̃≤a,

k̃∈P(nx,c̃),
s̃∈P(ny ,a−c̃)

G(a, c)G(a, c̃)Q(k, s, k̃, s̃, j).
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where we define

Q(k, s, k̃, s̃, j) = E
( c∏
t=1

xkt,j1

c̃∏
t̃=1

xk̃t̃,j2

)
E
( a−c∏
m=1

ysm,j1

a−c̃∏
m̃=1

ys̃m̃,j2

)
.

Since we assume the n = nx+ny copies are independent from each other and
µ = ν = 0, then Q(k, s, k̃, s̃) = 0 if {k} 6= {k̃} or {s} 6= {s̃}. If {k} = {k̃}
and {s} = {s̃}, it induces c = c̃ and Q(k, s, k̃, s̃, j) = σcx,j1,j2σ

a−c
y,j1,j2

. It follows
that

E{U (j1)(a)U (j2)(a)} =
a∑
c=0

G2(c)Pnxc P
ny
a−cc!(a− c)!σcx,j1,j2σ

a−c
y,j1,j2

(B.163)

= a!
a∑
c=0

(
a

c

)
(Pnxc )−1(P

ny
a−c)

−1σcx,j1,j2σ
a−c
y,j1,j2

' a!
(σx,j1,j2

nx
+
σy,j1,j2
ny

)a
.

Combining (B.162) and (B.163), we obtain var{U(a)}. By Condition A.4,
var{U(a)} = Θ(pn−a).

B.6.2. Proof of Lemma A.17 (on Page 56, Section A.10). Since under
H0, E{U(a)} = E{U(b)} = 0, we have cov{U(a),U(b)} = E{U(a) × U(b)}.
Following (B.161),

E{U(a)× U(b)} =
∑

1≤j1,j2≤p
E{U (j1)(a)× U (j2)(b)},(B.164)

where

E{U (j1)(a)× U (j2)(b)} =
∑

0≤c≤a,
k∈P(nx,c),
s∈P(ny ,a−c)

∑
0≤c̃≤b,

k̃∈P(nx,c),
s̃∈P(ny ,b−c)

G(a, c)G(b, c̃)

× E
( c∏
t=1

xkt,j1

c̃∏
t̃=1

xk̃t̃,j2

)
E
( a−c∏
m=1

ysm,j1

b−c̃∏
m̃=1

ys̃m̃,j2

)
.

As a 6= b, {k} 6= {k̃} and {s} 6= {s̃} always hold. Then as µ = ν = 0,
E(
∏c
t=1 xkt,j1

∏c̃
t̃=1 xk̃t̃,j2

) = 0 and E(
∏a−c
m=1 ysm,j1

∏b−c̃
m̃=1 ys̃m̃,j2) = 0, simi-

larly to Section B.1.2. It follows that (B.164) = 0 and the lemma is proved.
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B.6.3. Proof of Lemma A.18 (on Page 57, Section A.10). By the Cramér-
Wold Theorem, to prove the asymptotic joint normality of the U-statistics,
it suffices to prove that any of their fixed converges to normal. For illus-
tration, we first prove the asymptotic normality for each U(a) of finite a.
The similar arguments can be applied to the linear combination of finite
U-statistics and then the joint normality is obtained.

Recall U(a) =
∑p

j=1 U (j)(a) from (B.161). To derive the limiting distri-
bution of U(a), we use Bernstein’s block method in [40, page 338]; see also
[13, 76]. Specifically, we partition the sequence, σ−1(a)×U (j)(a), j = 1, . . . , p,
into r blocks, where each block contains b variables such that rb ≤ p <
(r+ 1)b. For each 1 ≤ k ≤ r, we partition the kth block into two sub-blocks
with a larger one Ak,1 and a smaller one Ak,2. Suppose each Ak,1 has b1 vari-
ables and each Ak,2 has b2 = b− b1 variables. We require r → ∞, b1 → ∞,
b2 →∞, rb1/p→ 1 and rb2/p→ 0 as p→∞. We write

Ak,1(a) =

b1∑
i=1

U (k−1)b+i(a), Ak,2(a) =

b2∑
i=1

U (k−1)b+b1+i(a),

and further define U1 = σ−1(a)
∑r

k=1Ak,1(a), U2 = σ−1(a)
∑r

k=1Ak,2(a),
and U3 = σ−1(a)

∑p
j=rb+1 U

(j)(a). Thus we have the decomposition: σ−1(a)×
U(a) = U1 + U2 + U3.

The Bernstein’s block method makes Ak,1 “almost” independent, thus
the study of U1 may be related to the cases of sums of independent random
variables. In addition, since b2 is small compared with b1, we will show that
the sums U2 and U3 will be small compared with the total sum of variables
in the sequence, i.e., σ−1(a)× U(a). In particular, we first show

σ−1(a)× U(a) = U1 + op(1),

where op(1) represents that the remaining term converges to 0 in probability.
Since E(U2) = E(U3) = 0, it suffices to prove that var(U2) = var(U3) = o(1).

For U2, note that U2 = σ−1(a)
∑r

k=1Ak,2(a). Then

var(U2)(B.165)

≤ σ−2(a)
∑

1≤k1,k2≤r;
1≤i1,i2≤b2

∣∣∣cov
{
U ((k1−1)b+b1+i1)(a), U ((k2−1)b+b1+i2)(a)

}∣∣∣ .
Recall αx(s) and αy(s) in Condition A.4. Define α(s) = αx(s) +αy(s), then
α(s) ≤ Cδs, where δ = max{δx, δy} ∈ (0, 1). By the α-mixing inequality in
Lemma B.1,∣∣∣cov

{
na/2U (i)(a), na/2U (j)(a)

} ∣∣∣ ≤ 8{α(|i− j|)}
ε

2+ε max
1≤j≤p

[
E
∣∣∣na/2U (j)(a)

∣∣∣2+ε
] 2

2+ε

.
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We take ε = 2, and by Lemma B.10 (on Page 168, Section B.6.4), we have
max1≤j≤p E{na/2U (j)(a)}2+ε <∞. It follows that∣∣∣cov

{
U ((k1−1)b+b1+i1)(a),U ((k2−1)b+b1+i2)(a)

}∣∣∣(B.166)

= n−a
∣∣∣cov

{
na/2U ((k1−1)b+b1+i1)(a), na/2U ((k2−1)b+b1+i2)(a)

}∣∣∣
≤ Cn−aα {|((k1 − 1)b+ b1 + i1)− ((k2 − 1)b+ b1 + i2)|}

2
4

≤ Cn−aδ|k1b+i1−k2b−i2|/2.

By (B.165), (B.166) and σ2(a) = Θ(pn−a) from Lemma A.16,

var(U2)

≤ σ−2(a)
∑

1≤k1,k2≤r;
1≤i1,i2≤b2

∣∣∣cov
{
U ((k1−1)b+b1+i1)(a),U ((k2−1)b+b1+i2)(a)

}∣∣∣
≤ σ−2(a)

∑
1≤k1,k2≤r;
1≤i1,i2≤b2

n−aCδ|k1b+i1−k2b−i2|/2

= O(1)p−1narb2n
−a = O(1)rb2p

−1,

which converges to 0 by our construction, i.e., rb2/p → 0. This shows that
var(U2) = o(1). Next we exmaine U3 = σ−1(a)

∑p
j=rb+1 U

(j)(a). Similarly,
by Lemmas B.1 and B.10, and ε = 2,

var(U3) = σ−2(a)n−a
p∑

i=rb+1

p∑
j=rb+1

cov
{
na/2U (i)(a), na/2U (j)(a)

}
≤ O(1)p−1nan−a

p∑
i=rb+1

p∑
j=rb+1

Cα (|i− j|)
ε

2+ε

≤ O(1)p−1
p∑

i=rb+1

p∑
j=rb+1

δ|i−j|/2

≤ O(1)p−1(p− rb− 1)

≤ O(1)p−1b.

Since b/p→ 0, var(U3) = o(1).
Given var(U2) = o(1) and var(U3) = o(1) above, next we focus on U1.

By the α-mixing assumption in Condition A.4, and following the similar
arguments in [40, page 338], we have for properly chosen r and b2,∣∣∣E {exp(itU1)} −

r∏
k=1

E
[
exp

{
itσ−1(a)Ak,1(a)

}] ∣∣∣ ≤ 16rα(b2)→ 0.
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This suggests there exist independent random variables {ξk : k = 1, · · · , r}
such that ξk and Ak,1(a) are identically distributed and U1 has the same
asymptotic distribution as σ−1(a)

∑r
k=1 ξk. To prove the asymptotic nor-

mality of σ−1(a)U1, now it remains to show that central limit theorem holds
for σ−1(a)

∑r
k=1 ξk. Then we check the Lyapunov condition, i.e., check that

the moments of ξk satisfy

s−4
r

r∑
k=1

E
{
σ−1(a)|ξk|

}4 → 0,(B.167)

where we define s2
r =

∑r
k=1 var{σ−1(a)ξk}. By Lemma B.10, for even ε > 0,

M4+ε := max1≤j≤p

{∥∥∥na/2 {U (j)(a)
}∥∥∥

4+ε

}
<∞.(B.168)

Then by the moment bounds in [49, Theorem 1], and the α-mixing assump-
tion in Condition A.4, for g(2, ε) = ε/(4 + ε),

E

 b1∑
j=1

na/2
{
U (j)(a)

}4 ≤ Cb21{C +M4
4+ε

b1∑
j=1

j2−1α(j)g(2,ε)
}

As δ ∈ (0, 1) and 0 < g(2, ε) < 1,

∞∑
j=1

jα(j)g(2,ε) 6 C

∞∑
j=1

j × (δg(2,ε))j <∞.

It follows that

E
{
σ−1(a)A1,1(a)

}4
= σ−4(a)n−2aE

 b1∑
j=1

na/2
{
U (j)(a)

}4

≤ O(1)p−2n2an−2a × b21

C +M4
4+ε

b1∑
j=1

j2−1α(j)g(2,ε)


= O(1)p−2 × b21.

Similarly, for other k > 1, E
{
σ−1(a)Ak,1(a)

}4
have the same bound. Thus,

r∑
k=1

σ−4(a)E|ξk|4 = O(1)rp−2b21.(B.169)
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In addition,

var{σ−1(a)ξk} = σ−2(a)var

{
b1∑
i=1

U ((k−1)b+i)(a)

}
= σ−2(a)

∑
1≤i1,i2≤b1

cov
{
U ((k−1)b+i1)(a),U ((k−1)b+i2)(a)

}
= σ−2(a)

∑
1≤i1,i2≤b1

(B.163).

By Condition A.4 and rb1/p→ 1, we have

s4
r =

[ r∑
j=1

var {ξj/σ(a)}
]2

(B.170)

= Θ(1)p−2n2a(r × b1n−a)2 = Θ(1)p−2r2b21.

Combine (B.169) and (B.170), (B.167) is proved as r →∞.
In summary, for any finite integer a, we prove the asymptotic normality of

U(a)/σ(a). For any linear combination of U-statistics Zn :=
∑m

r=1 trU(ar)/σ(ar),
we can similarly decompose Zn into three parts and apply the analysis above.
The similar conclusion holds for finite m and the asymptotic joint normality
is obtained by the Cramér-Wold Theorem.

B.6.4. Proof of Lemma B.10 (on Page 168, Section B.6.3).

Lemma B.10. For ∀ finite even ω > 0 any ∀ finite integer a > 0,

max
1≤j≤p

E
{
na/2U (j)(a)

}ω
<∞.

Proof. Recall the definition of U (j)(a) in (B.161). For positive even ω,

E[{U (j)(a)}ω](B.171)

=
ω∑
l=1

∑
0≤cl≤a,

k(l)∈P(nx,cl),

s(l)∈P(ny ,a−cl)

G(cl)E

(
ω∏
l=1

cl∏
tl=1

x
k
(l)
tl
,j

)
E

(
ω∏
l=1

a−cl∏
ml=1

y
s
(l)
ml
,j

)
.

Define the index tuple (k(1), . . . ,k(ω)) = (k
(1)
1 , . . . , k

(1)
c1 , . . . , k

(ω)
1 , . . . , k

(ω)
cω ).

When |{(k(1), . . . ,k(ω))}| >
∑ω

l=1 cl/2, it means that one of the index ap-
pears only once. Suppose index i ∈ {(k(1), . . . ,k(ω))} only appears once,
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then under H0,

E

(
ω∏
l=1

cl∏
tl=1

x
k
(l)
tl
,j

)
= E(xi,j)× E(other terms) = 0.(B.172)

Thus (B.172) 6= 0 only when |{(k(1), . . . ,k(ω))}| ≤
∑ω

l=1 cl/2. By the bound-
edness of moments in Condition A.4,

max
1≤j≤p

∑
0≤cl≤a,k(l)∈P(nx,cl)

E

(
ω∏
l=1

cl∏
tl=1

x
k
(l)
tl
,j

)
= O

(
n
∑ω
l=1 cl/2

x

)
.

Similarly, we have

max
1≤j≤p

∑
0≤cl≤a, s(l)∈P(ny ,a−cl)

E

(
ω∏
l=1

a−cl∏
ml=1

y
s
(l)
ml
,j

)
= O

(
n
∑ω
l=1(a−cl)/2

y

)
.

As G(a, c) = Θ(n−cx n
−(a−c)
y ), by (B.171), max1≤j≤p E[{na/2U (j)(a)}ω] < ∞.

B.7. Lemmas for the proof of Theorem 4.4.

B.7.1. Proof of Lemma A.19 (on Page 57, Section A.11). Recall U (j)(a)

defined in (B.161). Similarly to Ũc(a), we define Ũ (j)
c (a) as the sequence of

random variables on the conditional probability measure P̃ , given the event
nxnyU(∞)/(nx + ny)− τp ≤ u such that

P̃
{
Ũ (j)
c (a) ≤ uj : 1 ≤ j ≤ p

}
= P

{
U (j)(a) ≤ uj : 1 ≤ j ≤ p

∣∣∣ nxny
nx + ny

U(∞) ≤ τp + u
}
.

Then σ−1(a)Ũc(a) = σ−1(a)
∑p

j=1 Ũ
(j)
c (a), and we prove the asymptotic nor-

mality of σ−1(a)Ũc(a) similarly to Section B.6.3. In particular, we partition

the sequence {σ−1(a)× Ũ (j)
c (a) : 1 ≤ j ≤ p} into r blocks, where each block

contains b variables such that rb ≤ p < (r + 1)b. For each 1 ≤ k ≤ r, we
further partition the kth block into two sub-blocks such that a larger one
Ãk,1 contains the first b1 variables and a smaller one Ãk,2 contains the last
b2 = b− b1 variables. Similarly, for 1 ≤ k ≤ r, we write

Ãk,1(a) =

b1∑
i=1

Ũ (k−1)b+i
c (a), Ãk,2(a) =

b2∑
i=1

Ũ (k−1)b+b1+i
c (a).
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Correspondingly, define Ũ1 = σ−1(a)
∑r

k=1 Ãk,1(a), Ũ2 = σ−1(a)
∑r

k=1 Ãk,2(a)

and Ũ3 = σ−1(a)
∑p

j=rb+1 Ũ
(j)
c (a). Then we have the decomposition: σ−1(a)×

Ũc(a) = Ũ1 + Ũ2 + Ũ3. To show that σ−1(a)×Ũc(a) satisfies the central limit
theorem, we first show that Ẽ(Ũ2

2 ) = o(1) and Ẽ(Ũ2
3 ) = o(1).

Ẽ(Ũ2
2 ) = σ−2(a)Ẽ

{( r∑
k=1

Ãk,2(a)
)2}

≤ σ−2(a)

( ∑
1≤k1,k2≤r

[
Ẽ
{
Ã2
k1,2(a)

}]1/2[
Ẽ
{
Ã2
k2,2(a)

}]1/2
)

≤ σ−2(a)
[
P
{ nxny
nx + ny

U(∞) < τp

}]−1

×

( ∑
1≤k1,k2≤r

[
E
{
A2
k1,2(a)

}]1/2[
E
{
A2
k2,2(a)

}]1/2
)
,

where in the last inequality we use the fact that

Ẽ
{
Ã2
k,2(a)

}
=

E{A2
k,2(a)1{nxnyU(∞)/(nx+ny)<τp+u}}

P{nxnyU(∞)/(nx + ny) < τp + u}

≤
E{A2

k,2(a)}
P{nxnyU(∞)/(nx + ny) < τp + u}

.

The upper bound above converges to 0 under the α-mixing condition by
choosing proper convergence rate b2; see Eq. (18.4.8) of [40]. Similarly, we
can also show Ẽ(Ũ2

3 ) = o(1). It remains to examine the Ũ1. Define α(s)
as the mixing coefficient of {(x1,j , . . . , xnx,j , y1,j , . . . , yny ,j : j = 1, . . . , p)}
and define α̃(s) as the corresponding mixing coefficient on the conditional
probability measure. Following a similar argument to that in [39, Lemma
2.2], we have

α̃(d) ≤ 4
max1≤h≤p−d P{U0

h,d(∞) > τp + u}+ α(d)

[P{nxnyU(∞)/(nx + ny) < τp + u}]3
,

where U0
h,d(∞) = maxh≤j≤h+d U

(j)(∞), U (j)(∞) = σ−1
j,j × (x̄j − ȳj)

2 ×
nxny/(nx+ny), and recall τp = 2 log p− log log p. Since xi,j and yi,j are sub-
gaussian random variables by Condition A.4 [? , Proposition 2.5.2], we know

σ
−1/2
j,j ×(x̄j− ȳj)×

√
nxny/

√
nx + ny is a sub-gaussian variable with variance

1. Therefore, max1≤h≤p−d P{U0
h,d(∞) > τp+u} ≤ dmax1≤j≤p P{U (j)(∞) >

τp + u} ≤ Cd exp{−(τp + u)/2} ≤ Cdp−1
√

log p. Then similarly to [40, page
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338], we have ∣∣∣Ẽ{exp(itŨ1)
}
−

r∏
k=1

Ẽ
[
exp

{
itσ−1(a)Ãk,1(a)

}] ∣∣∣
≤ 16rα̃(b2)

≤ 64r
max1≤h≤p−b2 P{U0

h,b2
(∞) > τp + u}+ α(b2)

[P{nxnyU(∞)/(nx + ny) < τp + u}]3
,

which converges to 0 for properly chosen r and b2 such that rb2
√

log p/p→ 0.
Thus there exist independent {ξ̃k : k = 1, . . . , r} such that ξ̃k and Ãk1(a) are
identically distributed on probability measure P̃ . Similarly to [39, Lemma
2.4, Lemma 2.5], we have Ẽ{σ−1(a)

∑r
k=1 ξ̃k} → 0 and Ẽ[{σ−1(a)

∑r
k=1 ξ̃k}2]→

1. To show the asymptotic normality on the conditional probability measure,
it remains to check the Lyapunov condition that

r∑
k=1

Ẽ
{
σ−1(a)|ξ̃k|

}4
≤ σ−4(a)

∑r
k=1 E(ξ4

k)

P{nxnyU(∞)/(nx + ny) < τp + u}
→ 0,

where ξk are define same as in Appendix Section B.6.3, and the convergence
result follows from (B.167). This implies the asymptotic normality of condi-
tional distribution given {nxnyU(∞)/(nx + ny) < τp + u}. Thus we obtain
the asymptotic independence between U(a)/σ(a) and U(∞).

B.8. Lemmas for the proof of Theorem 4.5.

B.8.1. Proof of Lemma A.20. Recall the definitions in (A.24). Ta,2 is the
summation over j indexes in the set {k0, . . . , p} such that µj = νj = 0. Then
E(Ta,2) = 0. Following the argument in Section B.6.1, we obtain

var(Ta,2) '
∑

k0+1≤j1,j2≤p
a!
(σx,j1,j2

nx
+
σy,j1,j2
ny

)a
.

Let Va,j1,j2 = {σx,j1,j2/γ + σy,j1,j2/(1 − γ)}a. By the mixing assumption in
Condition A.4 and Lemma B.1, we know there exist some constants C and
δ̃ such that |Va,j1,j2 | ≤ Cδ̃|j1−j2|. Note that∣∣∣ ∑

1≤j1,j2≤p
Va,j1,j2 −

∑
k0+1≤j1,j2≤p

Va,j1,j2
∣∣∣

=
∣∣∣( ∑

1≤j1,j2≤k0

+
∑

1≤j1≤k0, k0+1≤j2≤p
+

∑
1≤j2≤k0, k0+1≤j1≤p

)
Va,j1,j2

∣∣∣
≤ C

( ∑
1≤j1,j2≤k0

+
∑

1≤j1≤k0, k0+1≤j2≤p
+

∑
1≤j2≤k0, k0+1≤j1≤p

)
δ̃|j1−j2| = O(k0).
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Since k0 = o(p) and Condition A.4 assumes that
∑

1≤j1,j2≤p Va,j1,j2 = Θ(p),

then
∑

k0+1≤j1,j2≤p Va,j1,j2 = Θ(p). It follows that var(Ta,2) = Θ(p2n−a).

It remains to prove var(Ta,1) = o(pn−a). Note that var(Ta,1) = E(T 2
a,1)−

{E(Ta,1)}2, and E(Ta,1) = k0ρ
a. Following the definition in (A.24),

E(T 2
a,1) =

∑
1≤j1,j2≤k0

∑
0≤c≤a,

k∈P(nx,c),
s∈P(ny ,a−c)

∑
0≤c̃≤a,

k̃∈P(nx,c̃),
s̃∈P(ny ,a−c̃)

G(a, c)G(a, c̃)Q(k, s, k̃, s̃, j),

where similarly to Section B.6.1,

Q(k, s, k̃, s̃, j) = E
( c∏
t=1

xkt,j1

c̃∏
t̃=1

xk̃t̃,j2

)
E
( a−c∏
m=1

ysm,j1

a−c̃∏
m̃=1

ys̃m̃,j2

)
.

Since E(y) = ν = 0, if {s} 6= {s̃}, Q(k, s, k̃, s̃, j) = 0. If {s} = {s̃}, it
induces c = c̃. When {s} = {s̃}, let b = |{k} ∩ {k̃}|, then 0 ≤ b ≤ c,

E{Q(k, s, k̃, s̃, j)} = µc−bj1
µc−bj2

ϕbj1,j2σ
a−c
j1,j2

= ρ2(c−b)ϕbj1,j2σ
a−c
j1,j2

,

and

E(T 2
a,1) =

∑
1≤j1,j2≤k0

∑
0≤c≤a,

k,k̃∈P(nx,c);
s,s̃∈P(ny ,a−c)

G2(a, c)× ρ2(c−b)ϕbj1,j2σ
a−c
j1,j2
× 1{{s}={s̃}}.

We next decompose E(T 2
1,a) = Gt,1,a,1 +Gt,1,a,2 +Gt,1,a,3, where

Gt,1,a,1 =
∑

1≤j1,j2≤k0

∑
0≤c≤a,

k,k̃∈P(nx,c);
s,s̃∈P(ny ,a−c)

G2(a, c)ρ2(c−b)ϕbj1,j2σ
a−c
j1,j2

1{{s}={s̃},c=a,b=0},

Gt,1,a,2 =
∑

1≤j1,j2≤k0

∑
0≤c≤a,

k,k̃∈P(nx,c);
s,s̃∈P(ny ,a−c)

G2(a, c)ρ2(c−b)ϕbj1,j2σ
a−c
j1,j2

1{{s}={s̃},c≤a−1,b=0},

and

Gt,1,a,3 =
∑

1≤j1,j2≤k0

∑
0≤c≤a,

k,k̃∈P(nx,c);
s,s̃∈P(ny ,a−c)

G2(a, c)ρ2(c−b)ϕbj1,j2σ
a−c
j1,j2

1{{s}={s̃},1≤b≤c}.
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Note that |var(Ta,1)| ≤ |Gt,1,a,1−{E(Ta,1)}2|+ |Gt,1,a,2|+ |Gt,1,a,3|. To prove
var(Ta,1) = o(pn−a), we will next show |Gt,1,a,1 − {E(Ta,1)}2|, |Gt,1,a,2| and
|Gt,1,a,3| are o(pn−a) respectively.

First, as
∑

k,k̃∈P(nx,a); s,s̃∈P(ny ,a−c) 1{{s}={s̃},c=a,b=0} = Pnx2a and G(a, a) =

(Pnxa )−1,

Gt,1,a,1 =
∑

1≤j1,j2≤k0

∑
0≤c≤a,

k,k̃∈P(nx,c);
s,s̃∈P(ny ,a−c)

G2(a, c)ρ2a1{{s}={s̃},c=a,b=0} =
Pnx2a

(Pnxa )2
k2

0ρ
2a.

Then |Gt,1,a,1 − {E(Ta,1)}2| = o(1)k2
0n
−2an2aρ2a = o(pn−a), where we use

E(Ta,1) = k0ρ
a. In addition, as

∑
k,k̃∈P(nx,c);s,s̃∈P(ny ,a−c) 1{{s}={s̃},c≤a−1,b=0} =

O(n2c+a−c) and G(a, c) = Θ(n−a), we have

|Gt,1,a,2| ≤ C
∑

1≤j1,j2≤k0

a−1∑
c=0

n−(a−c)ρ2cσa−cj1,j2
.

Since
∑

1≤j1,j2≤k0 σj1,j2 = O(k0) by Condition A.4 and Lemma B.1, we fur-

ther know |Gt,1,a,2| =
∑a−1

c=0 O(k0ρ
2cn−(a−c)). As ρ = O(k

−1/a
0 p1/(2a)n−1/2)

and k0 = o(p), we obtain |Gt,1,a,2| = o(pn−a). Moreover, as G(a, c) =
Θ(n−a), ϕj1,j2 = ρ2 + σj1,j2 , and

∑
k,k̃∈P(nx,c);s,s̃∈P(ny ,a−c) 1{{s}={s̃},b≥1} =

O(n2c−b+a−c),

|Gt,1,a,3| ≤ C
∑

0≤c≤a,
1≤b≤c

∑
1≤j1,j2≤k0

n−(b+a−c)ρ2(c−b)(σj1,j2 + ρ2)bj1,j2σ
a−c
j1,j2

.

For given c and b, the maximum order of
∑

1≤j1,j2≤k0 n
−(b+a−c)ρ2(c−b)(σj1,j2+

ρ2)bj1,j2σ
a−c
j1,j2

is bounded by the following two quantities:∑
1≤j1,j2≤k0

Cn−(b+a−c)ρ2cσa−cj1,j2
,(B.173)

∑
1≤j1,j2≤k0

Cn−(b+a−c)σb+a−cj1,j2
ρ2(c−b).(B.174)

For (B.173), when c = a, (B.173) = O(k2
0n
−bρ2a) = o(pn−a). When c ≤

a − 1, since
∑

1≤j1,j2≤k0 σj1,j2 = O(k0) by Condition A.4 and Lemma B.1,

then (B.173) = O(k0n
−(b+a−c)ρ2c) = o(pn−a). For (B.174), as b ≥ 1, b +

a − c ≥ 1. Then similarly by Condition A.4 and Lemma B.1, (B.174) =
O(k0n

−(b+a−c)ρ2(c−b)) = o(pn−a).
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In summary, we obtain var(Ta,1) = o(pn−a) = o(1)var(Ta,2). Then

var{U(a)} ' var(Ta,2) '
∑

k0+1≤j1,j2≤p
a!
(σx,j1,j2

nx
+
σy,j1,j2
ny

)a
.

By the Markov’s inequality, {Ta,1 − E(Ta,1)}/σ(a)
P−→ 0.

B.8.2. Proof of Lemma A.21. Note that

{σ(a)σ(b)}−1cov{U(a),U(b)} = {σ(a)σ(b)}−1 ×
∑

1≤l1,l2≤2

cov(Ta,l1 , Tb,l2).

Lemma A.20 suggests that var(Ta,1) = o(1)σ2(a). By the Cauchy-Schwarz in-
equality, {σ(a)σ(b)}−1cov{U(a),U(b)} = {σ(a)σ(b)}−1cov(Ta,2, Tb,2) + o(1).
To finish the proof, it suffices to show cov(Ta,2, Tb,2) = 0. Note that Ta,2
and Tb,2 are summation over j indexes in the set {k0, . . . , p} such that
µj = νj = 0. Then the proof in Section B.6.2 applies similarly and we
have cov(Ta,2, Tb,2) = 0.

B.9. Lemmas for the proof of Theorem 4.6.

B.9.1. Proof of Lemma A.22 (on Page 61, Section A.13). In the fol-
lowing, we will first derive the form of var{Ũ(a)} and then prove that
var{Ũ(a)} = o(1)var{Ũ∗(a)}.

As we assume E(x) = E(y) = 0, then cov(x1,j1 , x1,j2) = E(x1,j1x1,j2) and
cov(y1,j1 , y1,j2) = E(y1,j1y1,j2). It follows that E{Ũ(a)} = 0 and var{Ũ(a)} =
E{Ũ2(a)}. By definition,

Ũ(a) = (Pnxa P
ny
a )−1

∑
1≤j1,j2≤p

∑
i∈P(nx,a);
w∈P(ny ,a)

Dx,y(i,w, j1, j2),

where we define Dx,y(i,w, j1, j2) =
∏a
t=1(xit,j1xit,j2 − ywt,j1ywt,j2). Then

var{Ũ(a)} =
1

(Pnxa P
ny
a )2

∑
1≤j1,j2,j3,j4≤p;
i, ĩ∈P(nx,a);
w, w̃∈P(ny ,a)

E
{
Dx,y(i,w, j1, j2)Dx,y(̃i, w̃, j3, j4)

}
.

Under H0, Σx = Σy = Σ = (σj1,j2)p×p, then E(x1,j1x1,j2 − σj1,j2) = 0 and
E(y1,j1y1,j2 − σj1,j2) = 0. If |{i} ∩ {̃i}| + |{w} ∩ {w̃}| < a, it means that
the common indexes between (i,w) and (̃i, w̃) is smaller than a, then we
know E{Dx,y(i,w, j1, j2)Dx,y(̃i, w̃, j3, j4)} = 0. If |{i}∩ {̃i}|+ |{w}∩{w̃}| ≥
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a, we know E{Dx,y(i,w, j1, j2)Dx,y(̃i, w̃, j3, j4)} is a linear combination of
(Xj1,j2,j3,j4)m(Yj1,j2,j3,j4)a−m, where a− |{w} ∩ {w̃}| ≤ m ≤ |{i} ∩ {̃i}| and

Xj1,j2,j3,j4 = E{(x1,j1x1,j2 − σj1,j2)(x1,j3x1,j4 − σj3,j4)},
Yj1,j2,j3,j4 = E{(y1,j1y1,j2 − σj1,j2)(y1,j3y1,j4 − σj3,j4)}.

And if |{i} ∩ {̃i}|+ |{w} ∩ {w̃}| = t0,∑
i, ĩ∈P(nx,a);
w, w̃∈P(ny ,a)

1{|{i}∩{̃i}|+|{w}∩{w̃}|=t0} = O(n4a−t0),

which achieves the largest order at t0 = a when t0 ≥ a. Therefore,

var{Ũ(a)} ' 1

(Pnxa P
ny
a )2

∑
1≤j1,j2,j3,j4≤p;
i, ĩ∈P(nx,a);
w, w̃∈P(ny ,a)

1{|{i}∩{̃i}|+|{w}∩{w̃}|=a}

×E
{
Dx,y(i,w, j1, j2)Dx,y(̃i, w̃, j3, j4)

}
.

It follows that

var{Ũ(a)}(B.175)

'
∑

1≤j1,j2,j3,j4≤p

a∑
m=0

Pnx2a−mP
ny
a+m

(Pnxa P
ny
a )2

(
a

m

)2(a−m
a−m

)2

×m!(a−m)!(Xj1,j2,j3,j4)m(Yj1,j2,j3,j4)a−m,

and then (B.175) '
∑

1≤j1,j2,j3,j4≤p a!(Xj1,j2,j3,j4/nx + Yj1,j2,j3,j4/ny)
a.

We next prove var{Ũ(a)} = o(1)var{Ũ∗(a)} under Conditions A.5 and
A.6 in the following Sections B.9.1 and B.9.1 respectively.

Under Condition A.5. To prove var{Ũ(a)} = o(1)var{Ũ∗(a)} under Condi-
tion A.5, we will first show var{Ũ(a)} = Θ(p2n−a). Note that Pnx2a−mP

ny
a+m/(P

nx
a P

ny
a )2 '

Cna. By (B.175), it remains to show that for any m ∈ {0, 1, . . . , a},∑
1≤j1,j2,j3,j4≤p

(Xj1,j2,j3,j4)m(Yj1,j2,j3,j4)a−m = Θ(p2).(B.176)

We next prove (B.176) by discussing different cases of {j1, j2, j3, j4}, and
using K0 = −(2 + ε)(8 + 2µ)(log p)/(ε log δ) similarly to (B.46), where ε
and µ are positive constants and δ = max{δx, δy} from Condition A.5.
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Case 1: If |j1 − j2| ≤ K0 and |j3 − j4| ≤ K0, we define a distance κd =
min{|j1−j3|, |j1−j4|, |j2−j3|, |j2−j4|}, and discuss when κd > K0 and κd ≤
K0 respectively. For the simplicity of notation, define two indicator functions
I1 = 1{|j1−j2|≤K0,|j3−j4|≤K0,κd>K0} and I2 = 1{|j1−j2|≤K0,|j3−j4|≤K0,κd≤K0}.
By definition, we have Xj1,j2,j3,j4 = cov(x1,j1x1,j2 , x1,j3x1,j4) and Yj1,j2,j3,j4 =

cov(y1,j1y1,j2 , y1,j3y1,j4). When κd > K0, we know Xj1,j2,j3,j4 ≤ Cδ
K0ε
2+ε by

Condition A.5 (2) and (3) and Lemma B.1. It follows that∣∣∣ ∑
1≤j1,j2,j3,j4≤p

(Xj1,j2,j3,j4)m(Yj1,j2,j3,j4)a−m × I1

∣∣∣(B.177)

≤Cp4δ
K0ε
2+ε = O(1)p4 × p−(8+2µ) = o(1).

In addition, note that
∑

1≤j1,j2,j3,j4≤p I2 = O(pK3
0 ) = O(p log3 p). By Con-

dition A.5 (2), we know∣∣∣ ∑
1≤j1,j2,j3,j4≤p

(Xj1,j2,j3,j4)m(Yj1,j2,j3,j4)a−m × I2

∣∣∣ = O(p log3 p).

Case 2: If |j1− j2| > K0 or |j3− j4| > K0, by Lemma B.1, we know that

|σj1,j2σj3,j4 | ≤ Cδ
K0ε
2+ε . We consider |j1 − j2| > K0 without loss of generality

and discuss the following cases (i)–(iv).

(i) When |j2 − j3| > K0/2 and |j2 − j4| > K0/2,

|Xj1,j2,j3,j4 | =|cov(x1,j1x1,j3x1,j4 , x1,j2)− σj1,j2σj3,j4 | ≤ Cδ
K0ε

2(2+ε) .

(ii) When |j2− j3| ≤ K0/2 and |j2− j4| ≤ K0/2, we know that |j1− j3| ≥
|j1− j2| − |j2− j3| > K0/2 and |j1− j4| ≥ |j1− j2| − |j2− j4| > K0/2. Then

|Xj1,j2,j3,j4 | =|cov(x1,j1 , x1,j2x1,j3x1,j4)− σj1,j2σj3,j4 | ≤ Cδ
K0ε

2(2+ε) .(B.178)

(iii) When |j2−j3| ≤ K0/2 and |j2−j4| > K0/2, as we know |j1−j2| > K0,
then |j1 − j3| > K0/2. We next discuss three sub-cases.

(iiia) If |j1 − j4| > K0/2, we know (B.178) also holds.

For easy presentation, let I3 be an indicator function when {j1, j2, j3, j4}
satisfies the sub-cases (i), (ii) and (iiia) above. Then similarly to (B.177),∣∣∣ ∑

1≤j1,j2,j3,j4≤p
(Xj1,j2,j3,j4)m(Yj1,j2,j3,j4)a−m × I3

∣∣∣ = o(1).
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(iiib) If |j1 − j4| ≤ K0/2, and |j3 − j4| ≤ K0/2, we know under this case
|j2− j3|, |j1− j4|, |j3− j4| ≤ K0. Let I4 = 1{|j2−j3|,|j1−j4|,|j3−j4|≤K0}. We have∑

1≤j1,j2,j3,j4≤p I4 = O(pK3
0 ). By Condition A.5 (2), we know∣∣∣ ∑

1≤j1,j2,j3,j4≤p
(Xj1,j2,j3,j4)m(Yj1,j2,j3,j4)a−m × I4

∣∣∣ = O(p log3 p).

(iiic) If |j1 − j4| ≤ K0/2, and |j3 − j4| > K0/2, we know

Xj1,j2,j3,j4 ≥ E(x1,j1x1,j4)E(x1,j2x1,j3)− Cδ
K0ε

2(2+ε) .

Let I5 be an indicator function of the sub-case (iiic) above. Then∣∣∣ ∑
1≤j1,j2,j3,j4≤p

(Xj1,j2,j3,j4)m(Yj1,j2,j3,j4)a−m × I5

∣∣∣
=
∣∣∣ ∑

1≤j1,j2,j3,j4≤p
(σj1,j4σj2,j3)a × I5

∣∣∣+O(p4p−(4+µ))

=
∣∣∣ ∑
|j1−j4|≤K0/2, |j2−j3|≤K0/2

(σj1,j4σj2,j3)a
∣∣∣+ o(1)

=
∣∣∣ ∑

1≤j1,j2,j3,j4≤p
(σj1,j4σj2,j3)a −

∑
|j1−j4|>K0 or |j2−j3|>K0

(σj1,j4σj2,j3)a
∣∣∣+ o(1)

= Θ(p2).

where the last equation uses Conditions A.5 (3) and (4) and Lemma B.1.

(iv) When |j2 − j3| > K0/2 and |j2 − j4| ≤ K0/2, this is symmetric
to the sub-case (iii) discussed above. Define an indicator function I6 =
1{|j2−j3|>K0/2,|j2−j4|≤K0/2}. We then have∣∣∣ ∑

1≤j1,j2,j3,j4≤p
(Xj1,j2,j3,j4)m(Yj1,j2,j3,j4)a−m × I6

∣∣∣ = Θ(p2).

In summary, (B.176) is proved and thus var{Ũ(a)} = Θ(p2n−a) is ob-
tained. To prove var{Ũ(a)} = o(1)var{Ũ∗(a)}, it remains to show that
var{Ũ∗(a)} = o(p2n−a).

We write U(a) =
∑a

c=0

∑c
b1=0

∑a−c
b2=0Ca,c,b1,b2Tb1,b2,c, where we define
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Ca,c,b1,b2 = (−1)c−b1+b2a!/{b1!b2!(c− b1)!(a− c− b2)!}, and

Tb1,b2,c =
∑

1≤j1,j2≤p

∑
i∈P(nx,2c−b1);

w∈P(ny ,2(a−c)−b2)

(Pnx2c−b1P
ny
2(a−c)−b2)−1(B.179)

×
b1∏
k=1

(xik,j1xik,j2 − σj1,j2)

c∏
k=b1+1

xik,j1

2c−b1∏
k=c+1

xik,j2

×
b2∏
m=1

(ywm,j1ywm,j2 − σj1,j2)
a−c∏

l=b2+1

ywl,j1

2(a−c)−b2∏
q=a−c+1

ywq ,j2 .

Then Ũ(a) =
∑a

c=0(−1)a−cTc,a−c,c and Ũ∗(a) =
∑a

c=0

∑c
b1=0

∑a−c
b2=0Ca,c,b1,b2×

Tb1,b2,c1b1+b2≤a−1. Note that var{Ũ∗(a)} ≤ C maxb1,b2,c;b1+b2≤a−1{var(Tb1,b2,c)},
where C is some constant. When a is finite, to prove var{Ũ∗(a)} = o(p2n−a),
it suffices to show that var(Tb1,b2,c) = o(p2n−a) for each (b1, b2, c) satisfying
b1 + b2 ≤ a − 1. Note that E(Tb1,b2,c) = 0 under H0, then var(Tb1,b2,c) =
E(T 2

b1,b2,c
) and

var(Tb1,b2,c) = (Pnx2c−b1P
ny
2(a−c)−b2)−2

∑
1≤j1,j2≤p;
1≤j̃1,j̃2≤p

∑
i, ĩ∈P(nx,2c−b1);

ww̃∈P(ny ,2(a−c)−b2)

(B.180)

T(i, ĩ,w, w̃, j1, j2, j̃1, j̃2),

where we let

T(i, ĩ,w, w̃, j1, j2, j̃1, j̃2)

= E
{ b1∏
k=1

(xik,j1xik,j2 − σj1,j2)(xĩk,j̃1xĩk,j̃2 − σj̃1,j̃2)
c∏

k=b1+1

(xik,j1xĩk,j̃1)

×
2c−b1∏
k=c+1

(xik,j2xĩk,j̃2)
}

E
{ b2∏
m=1

(ywm,j1ywm,j2 − σj1,j2)(yw̃m,j̃1yw̃m,j̃2 − σj1,j2)

×
a−c∏

m=b2+1

(ywm,j1yw̃m,j̃1)

2(a−c)−b2∏
m=a−c+1

(ywm,j2yw̃m,j̃2)
}
.

Since we assume without loss of generality that E(x) = E(y) = 0, then
E(x1,j1x1,j2−σj1,j2) = E(y1,j1x1,j2−σj1,j2) = 0. It follows that when {i} 6= {̃i}
or {w} 6= {w̃}, T(i, ĩ,w, w̃, j1, j2, j̃1, j̃2) = 0. When {i} = {̃i} and {w} =
{w̃}, we have |{i}∪{̃i}|+ |{w}∪{w̃}| = 2c−b1 +2(a−c)−b2. By Condition
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A.5 (1) and (2), for any given {j1, j2, j̃1, j̃2},

(Pnx2c−b1P
ny
2(a−c)−b2)−2

∑
i, ĩ∈P(nx,2c−b1);

ww̃∈P(ny ,2(a−c)−b2)

T(i, ĩ,w, w̃, j1, j2, j̃1, j̃2)(B.181)

= O(n−2(2a+b1+b2) × n2a−b1−b2) = O(n−2a+b1+b2) = o(n−a−1)

where in the last equation, we use b1 + b2 ≤ a− 1. In addition, similarly to
(B.176), we have that for any given (i, ĩ,w, w̃),∑

1≤j1,j2,j̃1,j̃2≤p

T(i, ĩ,w, w̃, j1, j2, j̃1, j̃2) = O(p2).(B.182)

In summary, by (B.181) and (B.182), we know var{Ũ∗(a)} = O(p2n−a−1) =
o(p2n−a).

Under Condition A.6. In this section, we prove that var{Ũ(a)} = o(1)var{Ũ∗(a)}
under Condition A.6. Recall that we have already obtained var{Ũ(a)} in
(B.175). By Condition A.6 (3), we have

Xj1,j2,j3,j4 = κx(σj1,j3σj2,j4 + σj1,j4σj2,j3) + (κx − 1)σj1,j2σj3,j4 ,(B.183)

Yj1,j2,j3,j4 = κy(σj1,j3σj2,j4 + σj1,j4σj2,j3) + (κy − 1)σj1,j2σj3,j4 .

Then by Condition A.6 (1) and (4), we know (Xj1,j2,j3,j4)m(Yj1,j2,j3,j4)a−m

is a linear combination of

a∏
t=1

{
σj
g
(t)
1

, j
g
(t)
2

× σj
g
(t)
3

, j
g
(t)
4

}
,(B.184)

where {(g(t)
1 , g

(t)
2 ), (g

(t)
3 , g

(t)
4 ) : t = 1, . . . , a} are a allocations of the set

{1, 2, 3, 4} into 2 (unordered) pairs. When the a allocations are the same,
by the symmetricity of j indexes,

∑
1≤j1,j2,j3,j4≤p

a∏
t=1

σj
g
(t)
1

,j
g
(t)
2

σj
g
(t)
3

,j
g
(t)
4

=
∑

1≤j1,j2,j3,j4≤p
(σj1,j3σj2,j4)a.

When the a allocations are different, by Condition A.6 (4),

∑
1≤j1,j2,j3,j4≤p

a∏
t=1

σj
g
(t)
1

,j
g
(t)
2

σj
g
(t)
3

,j
g
(t)
4

= o(1)
∑

1≤j1,j2,j3,j4≤p
(σj1,j3σj2,j4)a,(B.185)
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which can be obtained by taking square of both sides of (B.185) and using
Condition A.6 (4). It follows that by (B.175), Condition A.6 (1) and (4) and
the symmetricity of j indexes,

var{Ũ(a)} = Θ(n−a)
∑

1≤j1,j2,j3,j4≤p
(σj1,j3σj2,j4)a.(B.186)

We next show var{Ũ∗(a)} = o(1)var{Ũ(a)}. Similarly to Section B.9.1,
we know it suffices to prove var(Tb1,b2,c) = o(1)var{Ũ(a)} for 0 ≤ c ≤ a,
0 ≤ b1 ≤ c, 0 ≤ b2 ≤ a − c and b1 + b2 ≤ a − 1. Note that (B.180) still
holds here, and when {i} 6= {̃i} or {w} 6= {w̃}, T(i, ĩ,w, w̃, j1, j2, j̃1, j̃2) = 0.
Therefore, (B.181) also holds. By Condition A.6 (3) and (4), similarly to the
analysis of (B.186), we have for any given (i, ĩ,w, w̃),∑

1≤j1,j2,j3,j4≤p
T(i, ĩ,w, w̃, j1, j2, j̃1, j̃2)(B.187)

= O(1)
∑

1≤j1,j2,j3,j4≤p
(σj1,j3σj2,j4)a.

Combining (B.181) and (B.187),

var(Tb1,b2,c) = O(n−a−1)
∑

1≤j1,j2,j3,j4≤p
(σj1,j3σj2,j4)a = o(1)var{Ũ(a)}.

B.9.2. Proof of Lemma A.23 (on Page 61, Section A.13). Since E{U(a)} =
E{U(b)} = 0 underH0, cov{U(a)/σ(a),U(b)/σ(b)} = E{U(a)U(b)}/{σ(a)σ(b)}.
Recall that U(a) = Ũ(a) + Ũ∗(a) and U(b) = Ũ(b) + Ũ∗(b). Then

E
{U(a)

σ(a)
× U(b)

σ(b)

}
= E

{ Ũ(a) + Ũ∗(a)

σ(a)
× Ũ(b) + Ũ∗(b)

σ(b)

}
(B.188)

= E
{ Ũ(a)Ũ(b)

σ(a)σ(b)

}
+ o(1),

where the last equation follows by Lemma A.22. By the definition and no-
tation in Section B.9.1,

Ũ(a) = C̃a
∑

1≤j1,j2≤p;
i∈P(nx,a);
w∈P(ny ,a)

Dx,y(i,w, j1, j2), Ũ(b) = C̃b
∑

1≤j̃1,j̃2≤p;
ĩ∈P(nx,b);
w̃∈P(ny ,b)

Dx,y(̃i, w̃, j̃1, j̃2),

where we let C̃a = (Pnxa P
ny
a )−1, C̃b = (Pnxb P

ny
b )−1, Dx,y(i,w, j1, j2) =∏a

t=1(xit,j1xit,j2 − ywt,j1ywt,j2) and Dx,y(̃i, w̃, j̃1, j̃2) =
∏b
t=1(xĩt,j̃1xĩt,j̃2 −
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yw̃t,j̃1yw̃t,j̃2). It follows that

E{Ũ(a)Ũ(b)} = C̃aC̃b
∑

1≤j1,j2,j̃1,j̃2≤p;
i∈P(nx,a); ĩ∈P(nx,b)

w∈P(ny ,a); w̃∈P(ny ,b)

E
{
Dx,y(i,w, j1, j2)Dx,y(̃i, w̃, j̃1, j̃2)

}
.

As a 6= b, we know {i} 6= {̃i} and {w} 6= {w̃}. It follows that simi-
larly to Section B.1.2, E{Dx,y(i,w, j1, j2)Dx,y(̃i, w̃, j̃1, j̃2)} = 0. Therefore
E{Ũ(a)Ũ(b)} = 0 and cov{U(a)/σ(a),U(b)/σ(b)} = o(1).

B.9.3. Derivation of Dn,k and π2
n,k. To prove Lemmas A.24 and A.25,

we derive the forms of Dn,k and π2
n,k in this section. By construction, Dn,k =∑m

r=1 trAn,k,ar , whereAn,k,ar = (Ek−Ek−1)[Ũ(ar)/σ(ar)]. In addition, π2
n,k =∑

1≤r1,r2≤m tr1tr2Ek−1(An,k,ar1An,k,ar2 ). It then suffices to derive the form of
An,k,a for a given integer a, and also derive Ek−1(An,k,a1An,k,a2) for two given
integers a1 and a2.

For easy presentation, we define Xi,j1,j2 = xi,j1xit,j2 − σj1,j2 and Yi,j1,j2 =
yi,j1yit,j2 − σj1,j2 in the following. Then under H0,

Ũ(a) = (Pnxa P
ny
a )−1

∑
1≤j1,j2≤p;

i∈P(nx,a);w∈P(ny ,a)

a∏
t=1

(Xwt,j1,j2 − Yit,j1,j2).

Part I: 1 ≤ k ≤ nx. When 1 ≤ k ≤ nx, similarly to Section B.1.4, as
E(X1,j1,j2) = 0 under H0, we have

(Ek − Ek−1)
{ a∏
t=1

(Xit,j1,j2 − Ywt,j1,j2)
}

= (Ek − Ek−1)
( a∏
t=1

Xit,j1,j2
)
,

which is nonzero only when i1, . . . , ia ≤ k and k ∈ {i1, . . . , ia}. Then we
know when k < a, An,k,a = 0 and when k ≥ a,

An,k,a = c1(n, a)
∑

1≤j1,j2≤p;
i∈P(k−1,a−1)

( a−1∏
t=1

Xit,j1,j2
)
Xk,j1,j2 ,(B.189)

where c1(n, a) = a!/{Pnxa σ(a)}. For two integers a1 and a2,

Ek−1(An,k,a1An,k,a2)

=

2∏
l=1

c(n, al)
∑

1≤j1,j2,j3,j4≤p;
i(l)∈P(k−1,al−1), l=1,2

Mx,y,1(k, i(l), j2l−1, j2l : l = 1, 2),
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where

Mx,y,1(k, i(l), j2l−1, j2l : l = 1, 2)

=
2∏
l=1

( al−1∏
t=1

X
i
(l)
t ,j2l−1,j2l

)
E(Xk,j1,j2Xk,j3,j4).

Part II: nx + 1 ≤ k ≤ nx + ny. When nx + 1 ≤ k ≤ nx + ny, we have

a∏
t=1

(Xit,j1,j2 − Yit,j1,j2) =

a∑
s=0

∑
i∗∈S(i,s);

w∗∈S(w,a−s)

( s∏
t=1

Xi∗t ,j1,j2
)( a−s∏

t̃=1

Yw∗
t̃
,j1,j2

)
,

where S(i, s) represents the collection of sub-tuples of i with length s and
S(w, a − s) represents the collection of sub-tuples of w with length a − s,
which is similarly used in Section B.3.1. When nx+1 ≤ k ≤ nx+ny, similarly
to Section B.1.4, (Ek −Ek−1){

∏s
t=1(xi∗t ,j1xi∗t ,j2 − σj1,j2)

∏a−s
t̃=1

(yw∗
t̃
,j1yw∗t̃ ,j2

−
σj1,j2)} 6= 0 only when w∗1, . . . , w

∗
a−s ≤ k − nx and k − nx ∈ {w∗1, . . . , w∗a−s},

and then

(Ek − Ek−1)
( s∏
t=1

Xi∗t ,j1,j2
a−s∏
t̃=1

Yw∗
t̃
,j1,j2

)
= Yk−nx,j1,j2

s∏
t=1

Xi∗t ,j1,j2
a−s−1∏
t̃=1

Yw∗
t̃
,j1,j2 .

It follows that

An,k,a =

a−1∑
s=Lk

∑
1≤j1,j2≤p;
i∈P(nx,s);

w∈P(k−nx−1,a−s−1)

c2(n, a, s)Yk−nx,j1,j2
s∏
t=1

Xit,j1,j2
a−s−1∏
t̃=1

Ywt̃,j1,j2 ,

where Lk = max{nx−k+a, 0} and c2(n, a, s) = Pnx−sa−s P
ny−a+s
s {Pnxa P

ny
a σ(a)}−1.

Thus for two constants a1 and a2,

Ek−1(An,k,a1An,k,a2)

=
∑

1≤j1,j2,j3,j4≤p;
Lk≤sl≤al: l=1,2;

i(l)∈P(nx,sl): l=1,2;

w(l)∈P(k−nx−1,al−sl−1): l=1,2

2∏
l=1

c2(n, al, sl)Mx,y,2(k − nx, i(l), j2l−1, j2l : l = 1, 2),

where

Mx,y,2(k − nx, i(l), j2l−1, j2l : l = 1, 2)

=

2∏
l=1

( sl∏
t=1

X
i
(l)
t ,j2l−1,j2l

al−sl−1∏
t̃=1

Y
w

(l)

t̃
,j2l−1,j2l

)
E(Yk−nx,j1,j2Yk−nx,j3,j4).
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B.9.4. Proof of Lemma A.24 (on Page 62, Section A.13). Note that by
the Cauchy-Schwarz inequality, for some constant C,

var
( n∑
k=1

π2
n,k

)
≤ Cn2 max

1≤k≤n; 1≤r1,r2≤m
var(Tk,ar1 ,ar2 ),

where for two integers a1 and a2, Tk,a1,a2 = Ek−1(An,k,a1An,k,a2) is given in
Section B.9.3. Therefore to prove Lemma A.24, it suffices to prove var(Tk,ar1 ,ar2 ) =

o(n−2) for every 1 ≤ k ≤ n and 1 ≤ r1, r2 ≤ m. We next prove var(Tk,a1,a2) =
o(n−2) when a ≤ k ≤ nx and nx + 1 ≤ k ≤ nx + ny in the following Parts I
and II respectively.

Part I: a ≤ k ≤ nx. We first derive the form of var(Tk,a1,a2) when a ≤ k ≤
nx. As var(Tk,a1,a2) = E(T2

k,a1,a2
)−{E(Tk,a1,a2)}2, we next derive E(Tk,a1,a2)

and E(T2
k,a1,a2

). In particular,

E(Tk,a1,a2) =
2∏
l=1

c(n, al)
∑

1≤j1,j2,j3,j4≤p;
i(l)∈P(k−1,al−1), l=1,2

E
{
Mx,y,1(k, i(l), j2l−1, j2l : l = 1, 2)

}
.

For easy presentation, we let a3 = a1 and a4 = a2, and have{
E(Tk,a1,a2)

}2

=
4∏
l=1

c(n, al)
∑

1≤j1,j2,j3,j4,j5,j6,j7,j8≤p;
i(l)∈P(k−1,al−1), l=1,2,3,4

E
{
Mx,y,1(k, i(l), j2l−1, j2l : l = 1, 2)

}

× E
{
Mx,y,1(k, i(l), j2l−1, j2l : l = 3, 4)

}
.

In addition, we have

E(T2
k,a1,a2) =

4∏
l=1

c(n, al)
∑

1≤j1,j2,j3,j4,j5,j6,j7,j8≤p;
i(l)∈P(k−1,al−1), l=1,2,3,4

E
{
Mx,y,1(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4)

}
,

where we define

Mx,y,1(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4)

=
4∏
l=1

( al−1∏
t=1

X
i
(l)
t ,j2l−1,j2l

)
E(Xk,j1,j2Xk,j3,j4)E(Xk,j5,j6Xk,j7,j8).
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Let 1E be an indicator function of the event that ({i(1)}∪{i(2)})∩({i(3)}∪
{i(4)}) = ∅. Then define

Ga1,a2,1 =
4∏
l=1

c(n, al)
∑

1≤j1,j2,j3,j4,j5,j6,j7,j8≤p;
i(l)∈P(k−1,al−1), l=1,2,3,4

×1E

× E
{
Mx,y,1(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4)

}
.

We also note that

E
{
Mx,y,1(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4)

}
× 1E(B.190)

= E
{
Mx,y,1(k, i(l), j2l−1, j2l : l = 1, 2)

}
× E

{
Mx,y,1(k, i(l), j2l−1, j2l : l = 3, 4)

}
× 1E .

Since |var(Tk,a1,a2)| ≤ |E(T2
k,a1,a2

) − Ga1,a2,1| + |{E(Tk,a1,a2)}2 − Ga1,a2,1|,
to prove var(Tk,a1,a2) = o(n−2), we will next show that |{E(Tk,a1,a2)}2 −
Ga1,a2,1| = o(n−2) and |E(T2

k,a1,a2
) − Ga1,a2,1| = o(n−2). In particular, we

present the proof under Conditions A.5 and A.6 in the following Sections
B.9.4 and B.9.4, respectively.

Proof under Condition A.5.

Step I: |{E(Tk,a1,a2)}2−Ga1,a2,1| = o(n−2). If a1 6= a2, we have E(Tk,a1,a2) =
Ga1,a2,1 = 0. It remains to consider a1 = a2 below. Note that

E{Mx,y,1(k, i(l), j2l−1, j2l : l = 1, 2)}(B.191)

×E{Mx,y,1(k, i(l), j2l−1, j2l : l = 3, 4)}

satisfies that (B.191) 6= 0 only if {i(1)} = {i(2)} and {i(3)} = {i(4)}. Thus,

{E(Tk,a1,a2)}2 =

4∏
l=1

c(n, al)
∑

1≤j1,j2,j3,j4,j5,j6,j7,j8≤p;
i(l)∈P(k−1,al−1), l=1,2,3,4

1{{i(1)}={i(2)},
{i(3)}={i(4)}

} × (B.191).

Similarly, E{Mx,y,1(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4)} × 1E 6= 0 only when
{i(1)} = {i(2)} and {i(3)} = {i(4)}. Therefore, by (B.190),

Ga1,a2,1 =

4∏
l=1

c(n, al)
∑

1≤j1,j2,j3,j4,j5,j6,j7,j8≤p;
i(l)∈P(k−1,al−1), l=1,2,3,4

1{ {i(1)}={i(2)},
{i(3)}={i(4)},
{i(1)}∩{i(3)}=∅}

} × (B.191),
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and then

|{E(Tk,a1,a2)}2 −Ga1,a2,1|(B.192)

≤
4∏
l=1

c(n, al)
∑

1≤j1,j2,j3,j4,j5,j6,j7,j8≤p;
i(l)∈P(k−1,al−1), l=1,2,3,4

1{ {i(1)}={i(2)},
{i(3)}={i(4)},
{i(1)}∩{i(3)}6=∅}

} × |(B.191)|.

Note that ∑
i(l)∈P(k−1,al−1), l=1,2,3,4

1{ {i(1)}={i(2)},
{i(3)}={i(4)},
{i(1)}∩{i(3)}6=∅}

} = O(na1+a2−3).(B.193)

In addition, by Condition A.5 (2),∑
1≤j1,j2,j3,j4,j5,j6,j7,j8≤p

|(B.191)|(B.194)

≤C
∑

1≤j1,j2,j3,j4,j5,j6,j7,j8≤p

∣∣∣E(Xk,j1,j2Xk,j3,j4)E(Xk,j5,j6Xk,j7,j8)
∣∣∣.

Recall that E(Xk,j1,j2Xk,j3,j4) = Xj1,j2,j3,j4 and E(Xk,j5,j6Xk,j7,j8) = Xj5,j6,j7,j8

following the notation in Section B.9.1. Following the similar analysis for
the proof of (B.176), we obtain

∑
1≤j1,j2,j3,j4≤p |Xj1,j2,j3,j4 | = O(p2) and∑

1≤j5,j6,j7,j8≤p |Xj5,j6,j7,j8 | = O(p2). It follows that (B.194) = O(p4). Note

that c(n, a) = Θ(p−1n−a/2) by Lemma A.22. Combining (B.193) and (B.194),
we obtain {E(Tk,a1,a2)}2 −Ga1,a2,1 = o(n−2).

Step II: |E(T2
k,a1,a2

)−Ga1,a2,1| = o(n−2). By construction, we have

E(T2
k,a1,a2)−Ga1,a2,1 =

4∏
l=1

c(n, al)
∑

1≤j1,j2,j3,j4,j5,j6,j7,j8≤p;
i(l)∈P(k−1,al−1), l=1,2,3,4

(1− 1E)(B.195)

×E
{
Mx,y,1(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4)

}
.

When | ∪4
l=1 {i(l)}| > a1 + a2 − 2, which means that there exists one index

that only appears once among the four sets {i(l)}, l = 1, 2, 3, 4, then similarly
to Section B.1.5,

E
{
Mx,y,1(k, i(l), j2l−1, j2l : l = 1, 2)

}
× (1− 1E)(B.196)
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satisfies that (B.196) = 0. When | ∪4
l=1 {i(l)}| < a1 + a2 − 2,∑

i(l)∈P(k−1,al−1), l=1,2,3,4

1{|∪4l=1{i(l)}|<a1+a2−2} = O(na1+a2−3).(B.197)

Similarly to the analysis of (B.194) above, by Condition A.5, we have∑
1≤j1,j2,j3,j4,j5,j6,j7,j8≤p

(B.196) = O(p4).(B.198)

Therefore, by (B.197), (B.198) and c(n, a) = Θ(p−1n−a/2),

4∏
l=1

c(n, al)
∑

1≤j1,j2,j3,j4,j5,j6,j7,j8≤p;
i(l)∈P(k−1,al−1), l=1,2,3,4

(1− 1E)1{|∪4l=1{i(l)}|<a1+a2−2}

×E
{
Mx,y,1(k, i(l), j2l−1, j2l : l = 1, 2)

}
= O(1)n−a1−a2p−4na1+a2−3p4 = o(n−2).

Last, we consider | ∪4
l=1 {i(l)}| = a1 + a2− 2. Note that 1− 1E 6= 0 indicates

that ({i(1)}∪{i(2)})∩({i(3)}∪{i(4)}) 6= ∅ under this case. By the symmetricity
of the j indexes, we have∣∣∣ ∑

1≤j1,j2,j3,j4,j5,j6,j7,j8≤p
(B.196)

∣∣∣(B.199)

≤ C
∑

1≤j1,j2,j3,j4,j5,j6,j7,j8≤p

∣∣∣E(Xk,j1,j2Xk,j3,j4)E(Xk,j5,j6Xk,j7,j8)

× E(Xk,j1,j2Xk,j5,j6)E(Xk,j3,j4Xk,j7,j8)
∣∣∣.

Following similar arguments to that in Sections B.1.5 and B.9.1, by dis-
cussing different cases of j indexes, we have (B.199) = o(p4). Thus,

4∏
l=1

c(n, al)
∑

1≤j1,j2,j3,j4,j5,j6,j7,j8≤p;
i(l)∈P(k−1,al−1), l=1,2,3,4

(1− 1E)1{|∪4l=1{i(l)}|=a1+a2−2}

×E
{
Mx,y,1(k, i(l), j2l−1, j2l : l = 1, 2)

}
= o(1)n−a1−a2p−4na1+a2−2p4 = o(n−2).

In summary, we obtain E(T2
k,a1,a2

)−Ga1,a2,1 = o(n−2).
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Proof under Condition A.6. Similarly to Section B.9.4, we next prove |{E(Tk,a1,a2)}2−
Ga1,a2,1| = o(n−2) and |E(T2

k,a1,a2
)−Ga1,a2,1| = o(n−2).

Step I: |{E(Tk,a1,a2)}2 − Ga1,a2,1| = o(n−2). Following the same analysis in
Section B.9.4, we obtain (B.192) and (B.193). By Condition A.6 (2) and (4),
we have ∑

1≤j1,j2,j3,j4j5,j6,j7,j8≤p
(B.191)(B.200)

= O(1)
{ ∑

1≤j1,j2,j3,j4≤p
(σj1,j2σj3,j4)a1

}{ ∑
1≤j5,j6,j7,j8≤p

(σj5,j6σj7,j8)a2
}
.

Note that σ2(a) = Θ(n−a) ×
∑

1≤j1,j2,j3,j4≤p(σj1,j3σj2,j4)a by Lemma A.22,

and c(n, a) = Θ(1){naσ(a)}−1. Combining (B.193) and (B.200), we have
|{E(Tk,a1,a2)}2 −Ga1,a2 | = o(n−2).

Step II: |E(T2
k,a1,a2

) − Ga1,a2,1| = o(n−2). Similarly to Section B.9.4, we

have (B.195) and E{Mx,y,1(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4)} 6= 0 only when
| ∪4

l=1 {i(l)}| ≤ a1 + a2 − 2.
When | ∪4

l=1 {i(l)}| < a1 + a2 − 2, (B.197) still holds. By Condition A.6
(2) and (4), similarly to (B.200), we have∑

1≤j1,j2,j3,j4j5,j6,j7,j8≤p
E
{
Mx,y,1(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4)

}
= O(1)

{ ∑
1≤j1,j2,j3,j4≤p

(σj1,j2σj3,j4)a1
}{ ∑

1≤j5,j6,j7,j8≤p
(σj5,j6σj7,j8)a2

}
.

Note that σ2(a) = Θ(n−a) ×
∑

1≤j1,j2,j3,j4≤p(σj1,j3σj2,j4)a by Lemma A.22,

and c(n, a) = Θ(1){naσ(a)}−1. Then we have

4∏
l=1

c(n, al)
∑

1≤j1,j2,j3,j4,j5,j6,j7,j8≤p;
i(l)∈P(k−1,al−1), l=1,2,3,4

1{|∪4l=1{i(l)}|<a1+a2−2}

× E
{
Mx,y,1(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4)

}
= o(n−2).

When | ∪4
l=1 {i(l)}| = a1 + a2 − 2, by the construction of 1E , we know

E
{
Mx,y,1(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4)

}
× (1− 1E)(B.201)

satisfies that (B.201) 6= 0 if ({i(1)} ∪ {i(2)}) ∩ ({i(3)} ∪ {i(4)}) 6= ∅. Then
by Condition A.6 (3) and (4), we know (B.201) is a linear combination
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of
∑

1≤j1,...,j8≤p
∏a+b
t=1 σjg2t−1 , jg2t

with SG > 4, where we recall that SG is
the number of distinct sets among {g2t−1, g2t}, t = 1, . . . , a + b, induced by
G = (g1, . . . , g2(a+b)). Therefore,

4∏
l=1

c(n, al)
∑

1≤j1,j2,j3,j4,j5,j6,j7,j8≤p;
i(l)∈P(k−1,al−1), l=1,2,3,4

(1− 1E)× 1{|∪4l=1{i(l)}|=a1+a2−2}

× E
{
Mx,y,1(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4)

}
≤ C

{ 4∏
l=1

c(n, al)
}
× na1+a2−2

∑
G:SG>4

∣∣∣ ∑
1≤j1,...,j8≤p

a+b∏
t=1

σjg2t−1 , jg2t

∣∣∣
= o(n−2).

where the last equation follows by Condition A.6 (4), σ2(a) = Θ(n−a) ×∑
1≤j1,j2,j3,j4≤p(σj1,j3σj2,j4)a, and c(n, a) = Θ(1){naσ(a)}−1. In summary,

we obtain E(T2
k,a1,a2

)−Ga1,a2,1 = o(n−2).

Part II: nx ≤ k ≤ nx + ny. In this section, we prove that when nx ≤ k ≤
nx + ny, var(Tk,a1,a2) = o(n−2). Recall the form derived in Section B.9.3.
We have Tk,a1,a2 =

∑
L1≤s1≤a1,L2≤s2≤a2 Tk,a1,a2,s1,s2 , where

Tk,a1,a2,s1,s2 =
∑

1≤j1,j2,j3,j4≤p;
i(l)∈P(nx,sl): l=1,2;

w(l)∈P(k−nx−1,al−sl−1): l=1,2

2∏
l=1

c2(n, al, sl)

×Mx,y,2(k − nx, i(l), j2l−1, j2l : l = 1, 2).

To prove var(Tk,a1,a2) = o(n−2), it suffices to prove var(Tk,a1,a2,s1,s2) =
o(n−2). In particular, for easy presentation, we set a3 = a1, a4 = a2 s3 = s1

and s4 = s2, and then have

{E(Tk,a1,a2,s1,s2)}2 =
∑

1≤j1,j2,j3,j4,j5,j6,j7,j8≤p;
i(l)∈P(nx,sl): l=1,2,3,4;

w(l)∈P(k−nx−1,al−sl−1): l=1,2,3,4

4∏
l=1

c2(n, al, sl)

E
{
Mx,y,2(k − nx, i(l), j2l−1, j2l : l = 1, 2)

}
× E

{
Mx,y,2(k − nx, i(l), j2l−1, j2l : l = 3, 4)

}
.
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In addition, we have

E(T2
k,a1,a2,s1,s2) =

∑
1≤j1,j2,j3,j4,j5,j6,j7,j8≤p;
i(l)∈P(nx,sl): l=1,2,3,4;

w(l)∈P(k−nx−1,al−sl−1): l=1,2,3,4

4∏
l=1

c2(n, al, sl)

× E
{
Mx,y,2(k − nx, i(l), j2l−1, j2l : l = 1, 2, 3, 4)

}
,

where we define

Mx,y,2(k − nx, i(l), j2l−1, j2l : l = 1, 2, 3, 4)

=

4∏
l=1

( sl∏
t=1

X
i
(l)
t ,j2l−1,j2l

al−sl−1∏
t̃=1

Y
w

(l)

t̃
,j2l−1,j2l

)
E(Yk−nx,j1,j2Yk−nx,j3,j4)× E(Yk−nx,j5,j6Yk−nx,j7,j8).

Therefore var(Tk,a1,a2,s1,s2) = E(T2
k,a1,a2,s1,s2

)−{E(Tk,a1,a2,s1,s2)}2 is derived.
We note that the form of var(Tk,a1,a2,s1,s2) is very similar to the var(Tk,a1,a2)
in Section B.9.4. In particular, we can write Zi,j1,j2 = Xi,j1,j2 if i ≤ nx and
Zi,j1,j2 = Yi−nx,j1,j2 if i > nx. Then we let q(l) = (i(l), w̃(l)) to be a joint
index tuple of i(l) and w(l), where w̃(l) is transformed from w(l) by adding
each index with nx. Also let 1Ẽ be an indicator function of the event that
({q(1)} ∪ {q(2)}) ∩ ({q(3)} ∪ {q(4)}) = ∅. Then define

Ga1,a2,2 =

4∏
l=1

c(n, al)
∑

1≤j1,j2,j3,j4,j5,j6,j7,j8≤p;
i(l)∈P(nx,sl): l=1,2,3,4;

w(l)∈P(k−nx−1,al−sl−1): l=1,2,3,4

×1Ẽ

× E
{
Mx,y,2(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4)

}
.

Similarly to Section B.9.4, we also note that

E
{
Mx,y,2(k, i(l), j2l−1, j2l : l = 1, 2, 3, 4)

}
× 1Ẽ

= E
{
Mx,y,2(k, i(l), j2l−1, j2l : l = 1, 2)

}
× E

{
Mx,y,2(k, i(l), j2l−1, j2l : l = 3, 4)

}
× 1Ẽ .

Given Conditions A.5 and A.6, we know that similarly to Section B.9.4,
we can show |{E(Tk,a1,a2,s1,s2)}2 −Ga1,a2,2| = o(n−2) and |E(T2

k,a1,a2,s1,s2
)−

Ga1,a2,2| = o(n−2) respectively. Finally we obtain var(Tk,a1,a2,s1,s2) = o(n−2).
The proof is very similar and the details is thus skipped.
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B.9.5. Proof of Lemma A.25 (on Page 62, Section A.13). Recall the
form of Dn,k derived in Section B.9.3:

n∑
k=1

E(D4
n,k) =

n∑
k=1

∑
1≤r1,r2,r3,r4≤m

4∏
l=1

trl × E
( 4∏
l=1

An,k,arl

)
.

To prove Lemma A.25, it suffices to show that for given 1 ≤ k ≤ n and
1 ≤ r1, r2, r3, r4 ≤ m, we have E(

∏4
l=1An,k,arl ) = o(n−1). In addition, by

the Cauchy-Schwarz inequality, it suffices to show E(A4
n,k,a) = o(n−1) for

each given finite a.

Part I: 1 ≤ k ≤ nx. We consider without loss of generality that k ≥ a and

E
( 4∏
l=1

A4
n,k,a

)
= c4(n, a)

∑
1≤j1,...,j8≤p;

i(l)∈P(k−1,a−1), l=1,...,4

E
( 4∏
l=1

a−1∏
tl=1

X
i
(l)
tl
,j2l−1,j2l

)

× E
( 4∏
l=1

Xj2l−1,j2l

)
.

As E(Xj1,j2) = 0 under H0, we know

E
( 4∏
l=1

a−1∏
tl=1

X
i
(l)
tl
,j2l−1,j2l

)
6= 0

only when | ∪4
l=1 {i(l)}| ≤ 2(a− 1). Note that c(n, a) = Θ(1){naσ(a)}−1. To

finish the proof, it suffices to show that for given (i(1), i(2), i(3), i(4)), we have

∑
1≤j1,...,j8≤p

E
( 4∏
l=1

a−1∏
tl=1

X
i
(l)
tl
,j2l−1,j2l

)
E
( 4∏
l=1

Xj2l−1,j2l

)
= O(n2a)σ4(a).(B.202)

We next prove (B.202) under Conditions A.5 and A.6 in the following Sec-
tions B.9.5 and B.9.5, respectively.

Under Condition A.5. Recall that Xi,j1,j2 = xi,j1xi,j2 − σj1,j2 . By the sym-
metricity of the j indexes, we have

∑
1≤j1,...,j8≤p

∣∣∣E( 4∏
l=1

Xj2l−1,j2l

)∣∣∣ ≤ C ∑
1≤j1,...,j8≤p

{ ∣∣∣E( 8∏
l=1

x1,jl

)∣∣∣
+
∣∣∣E( 6∏

l=1

x1,jl

)
σj7,j8

∣∣∣+
∣∣∣E( 4∏

l=1

x1,jl

)
σj5,j6σj7,j8

∣∣∣+
∣∣∣ 4∏
l=1

σj2l−1, j2l

∣∣∣ }.
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Under Condition A.5 with the mixing-type assumption, following similar
analysis in Sections B.1.5 and B.1.6, we know

∑
1≤j1,...,j8≤p |E(

∏8
l=1 x1,jl)|,∑

1≤j1,...,j8≤p |E(
∏6
l=1 x1,jl)σj7,j8 |,

∑
1≤j1,...,j8≤p |E(

∏4
l=1 x1,jl)σj5,j6σj7,j8 | and∑

1≤j1,...,j8≤p |
∏4
l=1 σj2l−1, j2l | are all O(p4). It follows that

∑
1≤j1,...,j8≤p

∣∣∣E( 4∏
l=1

Xj2l−1,j2l

)∣∣∣ = O(p4),(B.203)

Recall that Lemma A.22 shows that σ2(a) = Θ(p2n−a). By (B.203) and
Condition A.5 (2), we have (B.202) holds and E(A4

n,k,a) = o(n−1).

Under Condition A.6. By Condition A.6 (3), we know that E(
∏4
l=1

∏a−1
tl=1Xi(l)tl ,j2l−1,j2l

)×

E(
∏4
l=1Xj2l−1,j2l) is a linear combination of E(

∏4a
t=1 σjg2t−1 , jg2t

), where G =

(g1, . . . , g8a) ∈ {1, . . . , 8}8a satisfies that g2t−1 6= g2t for t = 1, . . . , 4a and
the number of g’s equal to m is a for each m ∈ {1, . . . , 8}. By Condition
A.6 (4), for given G satisfying the constraints,

∑
1≤j1,...,j8≤p σjg2t−1 , jg2t

=
O(1)

∑
1≤j1,...,j8≤p(σj1,j2σj3,j4σj5,j6σj7,j8)a. Then we have

∑
1≤j1,...,j8≤p

E
( 4∏
l=1

a−1∏
tl=1

X
i
(l)
tl
,j2l−1,j2l

)
× E(

4∏
l=1

Xj2l−1,j2l)

= O(1)
∑

1≤j1,...,j8≤p
(σj1,j2σj3,j4σj5,j6σj7,j8)a = O(1)

( ∑
1≤j1,j2≤p

σaj1,j2

)4
.

Recall that Lemma A.22 shows that σ2(a) = Θ(n−a)(
∑

1≤j1,j2≤p σ
a
j1,j2

)2.
Therefore, (B.202) is obtained and Lemma A.25 is proved.

Part II: nx + 1 ≤ k ≤ nx + ny. Section B.9.3 derives that An,k,a =∑a−1
s=Lk

An,k,a,s, where

An,k,a,s =
∑

1≤j1,j2≤p;
i∈P(nx,s);

w∈P(k−nx−1,a−s−1)

c2(n, a, s)Yk−nx,j1,j2
s∏
t=1

Xit,j1,j2
a−s−1∏
t̃=1

Ywt̃,j1,j2 .

Similarly to Section B.9.5, it suffices to show that for given finite integers
a and s, E(A4

n,k,a,s) = o(n−1). Following the arguments in Section B.9.4,
we know An,k,a,s takes a similar form to An,k,a in Section B.9.5. Therefore
the proof in Section B.9.5 can be applied similarly to show E(A4

n,k,a,s) =

o(n−1) in this section. The proof will be very similar and the details are
thus skipped.
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B.10. Lemmas for the proof of Theorem 4.7.

B.10.1. Proof of Lemma A.26 (on Page 64, Section A.14). In this sec-
tion, to prove Lemma A.26, we study var(TD,a,1), var(TD,a,2) and var{Ũ∗(a)}
respectively.

Part I: var(TD,a,1). We first derive var(TD,a,1). Note that TD,a,1 is a sum-
mation over j indexes in J0, and σx,j1,j2 = σy,j1,j2 for j1, j2 ∈ J0. Following
the arguments in Section B.9.1, similarly to (B.175), we have

var(TD,a,1) '
∑

1≤j1,j2,j3,j4∈J0

a!(Xj1,j2,j3,j4/nx + Yj1,j2,j3,j4/ny)
a.

By Condition A.7 (3), (B.183) still holds. Then by Condition A.8 and the
symmetricity of j indexes,

var(TD,a,1) ' Cκ,a
∑

1≤j1,j2,j3,j4∈J0

a!σaj1,j2σ
a
j3,j4 ,(B.204)

where Cκ,a = {(κx − 1)/nx + (κy − 1)/ny}a + 2(κx/nx + κy/ny)
a, and

var(TD,a,1) is of order Θ(n−aV1/2
a,a,0,0) with V1/2

a,a,0,0 =
∑

j1,...,j4∈J0(σx,j1,j2σx,j3,j4)a

defined on Page 63.

Part II: var(TD,a,2). We show var(TD,a,2) = o(1)var(TD,a,1). Particularly,

TD,a,2 =
∑

(j1,j2)∈J0,D

1

Pnxa P
ny
a

∑
i∈P(nx,a),
w∈P(ny ,a)

a∏
t=1

(Xit,j1,j2 − Ywt,j1,j2),

where we redefine Xi,j1,j2 = xi,j1xi,j2−σy,j1,j2 and Yi,j1,j2 = yi,j1yi,j2−σy,j1,j2 .
Moreover, we define

GD,a =
∑

(j1,j2),(j3,j4)∈J0,D

(Pnxa P
ny
a )−2

∑
i, ĩ∈P(nx,a),
w, w̃∈P(ny ,a)

1{{i}∩{̃i}=∅}(Dj1,j2Dj3,j4)a.

To prove var(TD,a,2) = E(T 2
D,a,2) − {E(TD,a,2)}2 is o(1)var(TD,a,1), we next

show |E(T 2
D,a,2)−GD,a| and |{E(TD,a,2)}2 −GD,a| are both o(1)var(TD,a,1).

Note that E(Xi,j1,j2) = Dj1,j2 and E(Yi,j1,j2) = 0. We have

{E(TD,a,2)}2 =
∑

(j1,j2),(j3,j4)∈J0,D

(Pnxa P
ny
a )−2

∑
i, ĩ∈P(nx,a),
w, w̃∈P(ny ,a)

(Dj1,j2Dj3,j4)a.
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Then

|{E(TD,a,2)}2 −GD,a|

≤
∣∣∣ ∑

(j1,j2),(j3,j4)∈J0,D

(Pnxa P
ny
a )−2

∑
i, ĩ∈P(nx,a),
w, w̃∈P(ny ,a)

1{{i}∩{̃i}6=∅}(Dj1,j2Dj3,j4)a
∣∣∣

≤Cn−1
∑

(j1,j2),(j3,j4)∈J0,D

|Dj1,j2Dj3,j4 |a,

where we use
∑

i, ĩ∈P(nx,a),w, w̃∈P(ny ,a) 1{{i}∩{̃i}6=∅} = O(n4a−1). In addition,

|E(T 2
D,a,2)−GD,a|

≤ C
∑

(j1,j2),(j3,j4)∈J0,D

(Pnxa P
ny
a )−2

∑
i, ĩ∈P(nx,a),
w, w̃∈P(ny ,a)(

1{{i}∩{̃i}=∅}

∣∣∣E{ a∏
t=1

(Xit,j1,j2 − Ywt,j1,j2)(Xĩt,j3,j4 − Yw̃t,j3,j4)
}
− (Dj1,j2Dj3,j4)a

∣∣∣
+ 1{{i}∩{̃i}6=∅}

∣∣∣E{ a∏
t=1

(Xit,j1,j2 − Ywt,j1,j2)(Xĩt,j3,j4 − Yw̃t,j3,j4)
}∣∣∣).

We redefine Xj1,j2,j3,j4 = E(Xi,j1,j2Xi,j3,j4) and Yj1,j2,j3,j4 = E(Yi,j1,j2Yi,j3,j4).
Then

|E(T 2
D,a,2)−GD,a|

≤ C
∑

1≤m1+m2≤a
n−m1−m2

×
∑

(j1,j2),(j3,j4)∈J0,D

∣∣∣Xm1
j1,j2,j3,j4

Ym2
j1,j2,j3,j4

(Dj1,j2Dj3,j4)a−m1−m2

∣∣∣.
Note that Yj1,j2,j3,j4 = σy,j1,j3σy,j2,j4 +σy,j1,j4σy,j2,j3 and σy,j1,j2 = σx,j1,j2 −
Dj1,j2 . By Conditions A.7 and A.8, the Hölder’s inequality and definitions
in (A.28), we have

var(TD,a,2) ≤ C max
H∈H,
t=1,2

{ a∑
m=1

(n−aVa,H,x,t)m/a(Va,H,D,3)1−m/a, n−1Va,H,D,3
}
.

Therefore by Condition A.8 and (B.204), var(TD,a,2) = o(1)n−aV1/2
a,a,0,0 =

o(1)var(TD,a,1).
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Part III: var{Ũ∗(a)}. Last, we prove var{Ũ∗(a)} = o(1)var(TD,a,1). Sim-
ilarly to Section B.9.1, we write Ũ∗(a) =

∑a
c=0

∑c
b1=0

∑a−c
b2=0Ca,c,b1,b2 ×

Tb1,b2,c1b1+b2≤a−1, where Tb1,b2,c is defined in (B.179). For finite a, to prove
var{Ũ∗(a)} = o(1)var(TD,a,1), it suffices to prove var(Tb1,b2,c) = o(1)var(TD,a,1)
for 0 ≤ c ≤ a and b1 + b2 ≤ a− 1. As E(Yi,j1,j2) = 0 and E(x) = E(y) = 0,
we know that if b1 + b2 ≤ a − 1, E(Tb1,b2,c) = 0. Then var(Tb1,b2,c) =
E(T 2

b1,b2,c
), which takes a similar form to (B.180). Specifically, we can write

var(Tb1,b2,c) = var(Tb1,b2,c)(1) + var(Tb1,b2,c)(2), where

var(Tb1,b2,c)(1) =
∑

j1,j2,j̃1,j̃2∈J0

(Pnx2c−b1P
ny
2(a−c)−b2)−2

∑
i, ĩ∈P(nx,2c−b1);

ww̃∈P(ny ,2(a−c)−b2)

T(i, ĩ,w, w̃, j1, j2, j̃1, j̃2),

and

var(Tb1,b2,c)(2) =
∑

(j1,j2),

(j̃1,j̃2)∈J0,D

(Pnx2c−b1P
ny
2(a−c)−b2)−2

∑
i, ĩ∈P(nx,2c−b1);

ww̃∈P(ny ,2(a−c)−b2)

T(i, ĩ,w, w̃, j1, j2, j̃1, j̃2),

and T(i, ĩ,w, w̃, j1, j2, j̃1, j̃2) is defined same as in (B.180).
Note that var(Tb1,b2,c)(1) is a summation over j indexes in J0, and σx,j1,j2 =

σy,j1,j2 for j1, j2 ∈ J0. Therefore the arguments under H0 in Section B.9.1
can be applied similarly to var(Tb1,b2,c)(1). Then we have var(Tb1,b2,c)(1) =
o(n−a)(

∑
j1,j2∈J0 σ

a
j1,j2

)2 which is o(1)var(TD,a,1). We next consider var(Tb1,b2,c)(2).
As E(Yi,j1,j2) = 0 and E(x) = E(y) = 0, by the definition in (B.180),
we know E{T(i, ĩ,w, w̃, j1, j2, j̃1, j̃2)} 6= 0 only when {ib1+1, . . . , i2c−b1} =
{̃ib1+1, . . . , ĩ2c−b1} and {w} = {w̃}. Letm0 = b1−|{i1, . . . , ib1}∩{̃i1, . . . , ĩb1}|.
By Condition A.7 (3) and the Hölder’s inequality,

var(Tb1,b2,c)(2)

≤ Cn−(c−b1)
x n−(a−c−b2)

y max
H∈H0,

0≤m0≤b1

{(
n−ay

∑
(j1,j2),(j3,j4)∈J0,D

|σy,jh1 ,jh2σy,jh3 ,jh4 |
a
)a−c

a

×
(
n−ax

∑
(j1,j2),(j3,j4)∈J0,D

|σx,jh1 ,jh2σx,jh3 ,jh4 |
a
) c−m0

a

×
( ∑

(j1,j2),(j3,j4)∈J0,D

|Djh1 ,jh2
Djh3 ,jh4

|a
)m0

a
}

≤ Cn−(a−b1−b2) max
H∈H0,t=1,2

{n−aVa,H,x,t,Va,H,D,3},
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where the last inequality uses σy,j1,j2 = σx,j1,j2 −Dj1,j2 . As b1 + b2 ≤ a− 1,
var(Tb1,b2,c)(2) ≤ Cn−1 maxH∈H0;t=1,2{n−aVa,H,x,t,Va,H,D,3}. By Condition
A.8 and (B.204), we know var(Tb1,b2,c)(2) = o(1)var(TD,a,1).

B.11. Proof of Remark 2.4. In this section, we prove the conclusion
in Remark 2.4. To be specific, we prove in the following that under the
conditions of Theorem 2.3,∣∣∣P(n(M †n)2 > yp,

U(a1)

σ(a1)
≤ 2z1, . . . ,

U(am)

σ(am)
≤ 2zm

)
(B.205)

− P
(
n(M †n)2 > yp

) m∏
r=1

P
(U(ar)

σ(ar)
≤ 2zr

)∣∣∣→ 0.

Note that we already know Mn/n and U(ar)/σ(ar)’s for r = 1, . . . ,m are
asymptotically independent by the proof of Lemmas A.8 and A.9. In this
section, the proof idea is that we show the difference between n(M †n)2 and

Mn/n is op(1) and then obtain (B.205). To prove that n(M †n)2 −Mn/n is
op(1), we introduce an intermediate variable M̃n/n defined below, and show

that M̃n/n− n(M †n)2 = op(1) and M̃n/n−Mn/n = op(1) respectively.
Specifically, we define

M̃n/n = max
1≤j1 6=j2≤p

|nσ̂2
j1,j2/θj1,j2 |,

where σ̂j1,j2 =
∑n

i=1{(xi,j1 − x̄j1)(xi,j2 − x̄j2)}/n and θj1,j2 = var{(xi,j1 −
µj1)(xi,j2 − µj2)}. Moreover, by (A.9), we have

Mn/n = max
1≤j1 6=j2≤p

|nσ̃2
j1,j2/θj1,j2 |,

where we use the fact that θj1,j2 = σj1,j1σj2,j2 by Condition 2.3 and define
σ̃j1,j2 =

∑n
i=1{(xi,j1 − µj1)(xi,j2 − µj2)}/n. In addition, we have

M †n = max
1≤j1 6=j2≤p

|σ̂j1,j2 |/(θ̂j1,j2)1/2,

where we let θ̂j1,j2 = v̂ar(σ̂j1,j2) = n−1
∑n

i=1{(xi,j1−x̄j1)(xi,j2−x̄j2)−σ̂j1,j2}2.
In the following, we will first compare M̃n/n and n(M †n)2, and then compare
M̃n/n and Mn/n. Also for simplicity, we assume without loss of generality
that µj = 0 and σj,j = 1.

Note that n(M †n)2 = max1≤j1 6=j2≤p |nσ̂2
j1,j2

/θ̂j1,j2 |, which differs from M̃n/n

only by replacing θj1,j2 with θ̂j1,j2 . By the proof of Lemma 3 in [10], we know
that for any C2 > 0, there exists some constant C1 such that

P
(

max
1≤j1 6=j2≤p

|θ̂j1,j2 − θj1,j2 |/θj1,j2 ≥ C1

√
log p/n

)
= O(p−C2).
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Under the event |θ̂j1,j2/θj1,j2 − 1| ≤ C1

√
log p/n, we have

|M̃n/n− n(M †n)2|

=
∣∣∣ max

1≤j1 6=j2≤p
nσ̂2

j1,j2/θj1,j2 − max
1≤j1 6=j2≤p

nσ̂2
j1,j2/θ̂j1,j2

∣∣∣
≤ max

1≤j1 6=j2≤p
|nσ̂2

j1,j2/θj1,j2 | × max
1≤j1 6=j2≤p

|1− θj1,j2/θ̂j1,j2 |

≤ max
1≤j1 6=j2≤p

|nσ̂2
j1,j2/θj1,j2 |C1

√
log p/n.

It follows that n(M †n)2 = M̃n/n{1 + O(
√

log p/n)}. Since log p/n → 0 and

M̃n/n has a limit by Theorem 3 in Cai and Jiang [9], then |M̃n/n−n(M †n)2| =
op(1).

We next compare M̃n/n and Mn/n. by Lemma B.3,

|M̃n/n−Mn/n|

≤ C max
1≤j1 6=j2≤p

∣∣∣ n∑
i=1

(xi,j1 − x̄j1)(xi,j2 − x̄j2)−
n∑
i=1

xi,j1xi,j2

∣∣∣2/n
+ C

√
Mn/n max

1≤j1 6=j2≤p

∣∣∣ n∑
i=1

(xi,j1 − x̄j1)(xi,j2 − x̄j2)−
n∑
i=1

xi,j1xi,j2

∣∣∣/√n
≤ C max

1≤j≤p
nx̄4

j + Cn1/2
√
Mn/n max

1≤j≤p
x̄2
j ,

where in the last inequality we use max1≤j1 6=j2≤p x̄j1 x̄j2 ≤ max1≤j1 6=j2≤p(x̄
2
j1

+

x̄2
j2

)/2 ≤ max1≤j≤p x̄
2
j . By Eq. (27) in Lemma 2 of Cai and Liu [7], we

know that max1≤j≤p |x̄j | = Op(
√

log p/n). Since we assume log p = o(n1/7),
and Proposition 6.3 in [9] shows that Mn/n has a limit, we know |M̃n/n−
Mn/n| = op(1).

In summary, |Mn/n− n(M †n)2| ≤ |Mn/n− M̃n/n|+ |M̃n/n− n(M †n)2| =
op(1). Since |Mn/n− n(M †n)2| = op(1) and Mn/n and U(ar)/σ(ar)’s for r =
1, . . . ,m are asymptotically independent, similarly to the proof of Lemma
A.9, we know (B.205) is proved.

B.12. Proof of Corollary 4.1. Since the proofs in Sections A.10 and
A.12 do not rely on Σx = Σy, the proof of Corollary 4.1 follows from Sec-
tions A.10 and A.12 directly. We also obtain var{U(a)} under the null and
alternative hypotheses by Lemma A.16 (on Page 56) and Lemma A.20 (on
Page A.20), respectively.

APPENDIX C: COMPUTATION & SUPPLEMENTARY SIMULATIONS

C.1. Computation.
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C.1.1. Formulae for (2.15). Note that Ul(a) = U1a
l by the definitions

in (2.16), and for different l’s, the computation methods of U1a
l ’s are the

same. Therefore in the following, for simplicity, we give the formulae of U1a
l

without the subscript l:

U11 =V (1),

U12 =V (1,1) − V (2),

U13 =V 13 − 3V (2,1) + 2V (3),

U14 =V 14 − 6V (2,1,1) + 8V (3,1) + 3V (2,2) − 6V (4),

U15 =V 15 − 10V (2,13) + 20V (3,12) + 15V (2,2,1) − 30V (4,1)

− 20V (2,3) + 24V (5),

U16 =V 16 − 15V (14,2) + 40V (3,13) + 45V (1,1,2,2),

− 90V (1,1,4) − 120V (1,2,3) + 144V (1,5) − 15V (2,2,2)

+ 90V (2,4) + 40V (3,3) − 120V (6),

where U1a and V (t1,...,tk) are defined as in (2.16).

C.1.2. Computation with unknown mean. In this section, we provide the
details of the computation of U(a) when E(xi,j) is unknown. We note that
U(a) is some linear combination of

∑
1≤i1 6=... 6=ik≤n

k∏
t=1

x
rt,1
it,j1

x
rt,2
it,j2

,(C.1)

where a ≤ k ≤ 2a, rt,1, rt,2 ≥ 0 and rt,1 + rt,2 ≥ 1. A direct calculation
of (C.1) has computational cost O(nk), which is large when k is large. But
following the discussion in Section 2.3, we can similarly reduce the compu-
tational cost of (C.1) to order O(n) with an iterative method. In particular,
we note that ∑

1≤i1 6=... 6=ik≤n

k∏
t=1

x
rt,1
it,j1

x
rt,2
it,j2

(C.2)

=
( ∑

1≤i1 6=... 6=ik−1≤n

k−1∏
t=1

x
rt,1
it,j1

x
rt,2
it,j2

)( n∑
i=1

x
rk,1
i,j1

x
rk,2
i,j2

)

−
k−1∑
m=1

∑
1≤i1 6=... 6=ik−1≤n

( k−1∏
t=1

x
rt,1
it,j1

x
rt,2
it,j2

)
xrk,1im,j1

xrk,2im,j2
.
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Suppose we can compute
∑

1≤i1 6=... 6=ik−1≤n
∏k−1
t=1 x

rt,1
it,j1

x
rt,2
it,j2

with cost O(n)

for any (rt,1, rt,2), t = 1, . . . , k− 1. Then by the relationship in (C.2), we can
obtain (C.1) with cost O(n) iteratively.

We then illustrate the iterative method with some examples. When k = 1,
for any given (r1,1, r1,2), we know

∑n
i=1 x

r1,1
i,j1

x
r1,2
i,j2

can be computed with

cost O(n). When k = 2, by (C.2), we have
∑

1≤i1 6=i2≤n
∏2
t=1 x

rt,1
it,j1

x
rt,2
it,j2

=

(
∑n

i=1 x
r1,1
i,j1

x
r1,2
i,j2

)(
∑n

i=1 x
r2,1
i,j1

x
r2,2
i,j2

)−
∑n

i=1 x
r1,1+r2,1
i,j1

x
r1,2+r2,2
i,j2

, which can be com-
puted with cost O(n). For a general k, suppose for any given (rt,1, rt,2), t =

1, . . . , k − 1, we can compute
∑

1≤i1 6=... 6=ik−1≤n
∏k−1
t=1 x

rt,1
it,j1

x
rt,2
it,j2

with cost

O(n). Then by (C.2), we can obtain (C.1) with computational cost O(n).
Given the iterative method discussed above, we can compute U(a) with

cost O(p2n). For example, we can write U(1) as∑
1≤j1 6=j2≤p

{
n−1

n∑
i=1

xi,j1xi,j2 − (Pn2 )−1
( n∑
i1=1

xi1,j1

n∑
i2=1

xi2,j2 −
n∑
i=1

xi,j1xi,j2

)}
.

For a = 2, similar analysis holds. Note that

U(2) =
∑

1≤j1 6=j2≤p

{
(Pn2 )−1U1(2)− 2(Pn3 )−1U2(2) + (Pn4 )−1U3(2)

}
,

where

U1(2) =
∑

1≤i1 6=i2≤n

2∏
t=1

xit,j1xit,j2 ,

U2(2) =
∑

1≤i1 6=i2 6=i3≤n
(xi1,j1xi1,j2)(xi2,j1)(xi3,j2),

U3(2) =
∑

1≤i1 6=i2 6=i3 6=i4≤n

2∏
t=1

xit,j1

4∏
t=3

xit,j2 .

We then find that U1(2),U2(2) and U3(2) can be computed with cost O(n)
using the following formulae.

U1(2) =
( n∑
i=1

xi,j1xi,j2

)2
−

n∑
i=1

(xi,j1xi,j2)2.

U2(2) =
( n∑
i=1

xi,j1xi,j2

)( ∑
1≤i1 6=i2≤n

xi,j1xi,j2

)
−

∑
1≤i1 6=i2≤n

(x2
i1,j1xi1,j2)xi2,j2 −

∑
1≤i1 6=i2≤n

(xi1,j1x
2
i1,j2)xi2,j1 ,
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where we use
∑

1≤i1 6=i2≤n xi,j1xi,j2 = (
∑n

i=1 xi,j1)(
∑n

i=1 xi,j2)−
∑n

i=1 xi,j1xi,j2 ,

and
∑

1≤i1 6=i2≤n(x2
i1,j1

xi1,j2)xi2,j2 = (
∑n

i=1 x
2
i,j1
xi,j2)(

∑n
i=1 xi,j2)−

∑n
i=1 x

2
i,j1
x2
i,j2
.

U3(2) =
( ∑

1≤i1 6=i2≤n
xi1,j1xi2,j1

)( ∑
1≤i3 6=i4≤n

xi3,j2xi4,j2

)
− 2U1(2)− 4U3(2),

where we use
∑

1≤i1 6=i2≤n xi1,kxi2,k = (
∑n

i=1 xi,k)
2−
∑n

i=1 x
2
i,k for k = j1, j2.

When a ≥ 3, the similar iterative method can be applied. But the closed
form for computation might be hard to derive directly. Alternatively, we
introduce a simplified form of U-statistics: Uc(a) = (Pna )−1

∑
1≤i1 6=... 6=ia≤n∑

1≤j1 6=j2≤p
∏a
t=1(xit,j1−x̄j1)(xit,j2−x̄j2). We note that Uc(a) takes a similar

form to Ũ(a) in (2.5), but replacing each observation xi,j with the centered
correspondence xi,j − x̄j . Therefore, Uc(a) can be computed with cost O(n)
using Algorithm 1, if we set si,l = (xi,j1− x̄j1)(xi,j2− x̄j2) in Algorithm 1 for
l ∈ {(j1, j2) : 1 ≤ j1 6= j2 ≤ p}. We then show that we can substitute U(a)
with Uc(a) when a ≥ 3 in computation under certain conditions.

Proposition C.1. Under the Conditions of Theorem 2.4, consider a ≥
3. If a is odd, p = o(n1+a/2); if a is even, p = o(na/2). Then {U(a) −
Uc(a)}/σ(a)

P−→ 0.

Proposition C.1 is proved in the following Section C.1.3. It implies that the
results in Theorem 2.4 sill hold by replacing U(a) with Uc(a). As discussed
above, we recommend including U-statistics of orders {1, 2, 3, . . . , 6,∞} in
the adaptive testing procedure. Then Proposition C.1 requires that p =
o(n2), which suits a wide range of applications. Combining Theorem 2.4
and Proposition C.1, we can conduct the test with quick computation of
cost O(p2n).

On the other hand, we can conduct the test more generally without Con-
dition 2.4 and the requirement p = o(n2). Specifically, we compute Ũ(a) in

(2.5) with cost O(p2n). Then [Ũ(a)− E{Ũ(a)}]/
√

var{Ũ(a)} D−→ N (0, 1) by

Lemma A.1 in Supplementary Material and Theorem 2.4. To testH0 in (2.1),
it suffices to estimate E{Ũ(a)} and var{Ũ(a)} with permutation. This may
have higher computational cost than the method above due to permutation,
but is computationally more efficient than estimating p-values directly via
permutation or bootstrap, especially when evaluating small p-values.

C.1.3. Proof of Proposition C.1 (on Page 199). In this section, we prove
Proposition C.1. As both Uc(a) and U(a) are location invariant in the sense of
Proposition 2.1, similarly to the proof of Theorem 2.4, we assume E(x) = 0
in the proofs in this section.
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Let Uc,1 = Ũ(a) in (2.5), and Uc,2(a) = Uc(a) − Uc,1(a). By the proof of

Theorem 2.1, we know {U(a) − Uc,1(a)}/
√

var{U(a)} P−→ 0. To finish the

proof of Proposition C.1, it suffices to prove Uc,2(a)/
√

var{U(a)} P−→ 0. By
Lemma A.1, var{U(a)} = Θ(p2n−a). Then it suffices to prove E{U2

c,2(a)} =

o(p2n−a) by the Markov’s inequality. To derive Uc,2(a), we similarly use the
notation in Section B.3. Specifically, given tuple i ∈ P(n, a), let i(s1+s2+s3)

represent a sub-tuple of i with length s1 +s2 +s3, and define S(i, s1 +s2 +s3)
to be the collection of sub-tuples of i with length s1 +s2 +s3. Then we write

Uc,2(a)

=
∑

i∈P(n,a);
1≤j1 6=j2≤p

∑
0≤s1,s2≤a;

0≤s3<a

∑
i(s1+s2+s3)∈S(i,s1+s2+s3)

(x̄j1 x̄j2)a−s1−s2−s3

×
{

(−x̄j2)s1
s1∏
t=1

xit,j1

}{
(−x̄j1)s2

s1+s2∏
t=s1+1

xit,j2

}{ s1+s2+s3∏
t=s1+s2+1

xit,j1xit,j2

}
=

∑
0≤s1,s2≤a; 0≤s3<a

Cs1,s2,s3Ts1,s2,s3 ,

where Cs1,s2,s3 are some constants that only depend on s1, s2, s3 and a, and

Ts1,s2,s3 =
∑

1≤j1 6=j2≤p; i∈P(n,s1+s2+s3)

1

Pns1+s2+s3

× (x̄j1 x̄j2)a−s1−s2−s3

×
{

(−x̄j2)s1
s1∏
t=1

xit,j1

}{
(−x̄j1)s2

s1+s2∏
t=s1+1

xit,j2

}{ s1+s2+s3∏
t=s1+s2+1

xit,j1xit,j2

}
.

When a is finite, it suffices to prove E(T 2
s1,s2,s3) = o(p2n−a).
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Particularly,

E(T 2
s1,s2,s3)(C.3)

=
∑

1≤j1 6=j2≤p
1≤j̃1 6=j̃2≤p

∑
i,̃i∈P(n,s1+s2+s3)

( 1

Pns1+s2+s3

)2

×E

[
(x̄j1 x̄j2)a−s1−s2−s3

{
(−x̄j2)s1

s1∏
t=1

xit,j1

}{
(−x̄j1)s2

s1+s2∏
t=s1+1

xit,j2

}

×
{ s1+s2+s3∏
t=s1+s2+1

xit,j1xit,j2

}
(x̄j̃1 x̄j̃2)a−s1−s2−s3

{
(−x̄j̃2)s1

s1∏
t=1

xĩt,j̃1

}

×
{

(−x̄j̃1)s2
s1+s2∏
t=s1+1

xĩt,j̃2

}{ s1+s2+s3∏
t=s1+s2+1

xĩt,j̃1xĩt,j̃2

}]
=

∑
1≤j1 6=j2≤p
1≤j̃1 6=j̃2≤p

∑
i,̃i∈P(n,s1+s2+s3);

w,w̃∈C(n,2a−s1−s2−2s3)

Cn,s1,s2,s3M(i, ĩ,w, w̃, j),

where we define on Page 71 that w ∈ C(n, s) represents tuples i1, . . . , is
satisfying 1 ≤ i1, . . . , is ≤ n, and Cn,s1,s2,s3 = (Pns1+s2+s3n

2a−s1−s2−s3)−2

and

M(i, ĩ,w, w̃, j)(C.4)

=

s1∏
t=1

xit,j1xĩt,j̃1

s1+s2∏
t=s1+1

xit,j2xĩt,j̃2

s1+s2+s3∏
t=s1+s2+1

(xit,j1xit,j2)(xĩt,j̃1xĩt,j̃2)

×
a−s1−s3∏
k=1

xwk,j1xw̃k,j̃1

2a−s1−s2−2s3∏
k=a−s1−s3+1

xwk,j2xw̃k,j̃2 .

We write M(i, ĩ,w, w̃, j) = Mj1Mj2Mj̃1
Mj̃2

, where

Mj1 =

s1∏
t=1

xit,j1

s1+s2+s3∏
t=s1+s2+1

xit,j1

a−s1−s3∏
k=1

xwk,j1 , Mj2 =

s1+s2+s3∏
t=s1+1

xit,j2

2a−s1−s2−2s3∏
k=a−s1−s3+1

xwk,j2 ,

Mj̃1
=

s1∏
t=1

xĩt,j̃1

s1+s2+s3∏
t=s1+s2+1

xĩt,j̃1

a−s1−s3∏
k=1

xw̃k,j̃1 , Mj̃2
=

s1+s2+s3∏
t=s1+1

xĩt,j̃2

2a−s1−s2−2s3∏
k=a−s1−s3+1

xw̃k,j̃2 .

As E(x) = 0, when a = 1, E(Mj1) = E(Mj2) = E(Mj̃1
) = E(Mj̃2

) = 0.

We then consider a ≥ 2. As E(x) = 0, i1 6= . . . 6= is1+s2+s3 and ĩ1 6= . . . 6=



202 HE ET AL.

ĩs1+s2+s3 , we know that E(Mj1) 6= 0 only when {i1, . . . , is1 , is1+s2+1, . . . ,
is1+s2+s3} ⊆ {w1, . . . , wa−s1−s3} and

|Sj1 | ≤ s1 + s3 + b(a− 2s1 − 2s3)/2c = ba/2c,(C.5)

where Sj1 = {i1, . . . , is1 , is1+s2+1, . . . , is1+s2+s3 , w1, . . . , wa−s1−s3}. Similarly,
when E(Mj2) 6= 0, we know {is1+1, . . . , is1+s2+s3} ⊆ {wa−s1−s3+1,
. . . , w2a−s1−s2−2s3}, and

|Sj2 | ≤ s2 + s3 + b(a− 2s2 − 2s3)/2c = ba/2c,(C.6)

where Sj2 = {is1+1, . . . , is1+s2+s3 , wa−s1−s3+1, . . . , w2a−s1−s2−2s3}. As |Sj1 ∩
Sj2 | = s3, combining (C.5) and (C.6), we know that if E(Mj1) 6= 0 and
E(Mj2) 6= 0,

|Sj1 ∪ Sj2 | ≤ 2ba/2c − s3(C.7)

Similarly, if E(Mj̃1
) 6= 0, we know

|Sj̃1 | ≤ ba/2c,(C.8)

where Sj̃1 = {̃i1, . . . , ĩs1 , ĩs1+s2+1, . . . , ĩs1+s2+s3 , w̃1, . . . , w̃a−s1−s3}. If E(Mj̃2
) 6=

0, we know

|Sj̃2 | ≤ ba/2c,(C.9)

where Sj̃2 = {̃is1+1, . . . , ĩs1+s2+s3 , w̃a−s1−s3+1, . . . , w̃2a−s1−s2−2s3}. If E(Mj̃1
) 6=

0 and E(Mj̃2
) 6= 0, we know

|Sj̃1 ∪ Sj̃2 | ≤ 2ba/2c − s3.(C.10)

To evaluate E(T 2
s1,s2,s3) in (C.3), for the simplicity of representation, in

the following we write∑
ALL SUM

=
∑

1≤j1 6=j2≤p; 1≤j̃1 6=j̃2≤p

∑
i,̃i∈P(n,s1+s2+s3);w,w̃∈C(n,2a−s1−s2−2s3)

.

We next evaluate E(T 2
s1,s2,s3) by discussing the indexes {j1, j2, j̃1, j̃2}. We

first consider |{j1, j2, j̃1, j̃2}| = 4, and the summation∑
ALL SUM

1{|{j1,j2,j̃1,j̃2}|=4} × Cn,s1,s2,s3 × E{M(i, ĩ,w, w̃, j)}.
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Note that |{j1, j2, j̃1, j̃2}| = 4 implies that j1 6= j2 6= j̃1 6= j̃2. Without loss
of generality, we assume j1 < j2 < j̃1 < j̃2 , while the other cases can follow
similar analysis. Define κ1 = j2 − j1, κ2 = j̃1 − j2 and κ3 = j̃2 − j̃1. In
addition, for some small positive constants µ and ε and δ in Condition 2.2,
define K0 = −(2 + ε)(4 + µ)(log p)/(ε log δ). If κm = max{κ1, κ2, κ3} ≥ K0,
we can write

|E{M(i, ĩ,w, w̃, j)}| ≤ CδK0ε/(2+ε) + ∆j,j̃ .

We next evaluate ∆j,j̃ by discussing the following cases (a)–(c).

Case (a) If all three κ1, κ2, κ3 > K0, we have

∆j,j̃ = |E(Mj1)E(Mj2)E(Mj̃1
)E(Mj̃2

)|.

Then if ∆j,j̃ 6= 0, we know E(Mj1),E(Mj2),E(Mj̃1
) and E(Mj̃2

) 6= 0, which
implies that (C.7) and (C.10) hold. By Condition 2.4, we know that∑

ALL SUM

∆j,j̃1{|{j1,j2,j̃1,j̃2}|=4,κ1,κ2,κ3>K0} = O(1)p4n4ba/2c−2s3 .

In addition, E{M(i, ĩ,w, w̃, j)} 6= 0 only if |{i}∪{ĩ}∪{w}∪{w̃}| ≤ 2a−s3.
It follows that∣∣∣∣∣ ∑

ALL SUM

Cn,s1,s2,s3E{M(i, ĩ,w, w̃, j)}1{|{j1,j2,j̃1,j̃2}|=4;
κ1,κ2,κ3>K0

}∣∣∣∣∣(C.11)

≤ C
a−1∑
s3=0

n−2(2a−s3)n2a−s3p4CδK0ε/(2+ε)

+
∑

ALL SUM

Cn−2(2a−s3)∆j,j̃1{|{j1,j2,j̃1,j̃2}|=4,κ1,κ2,κ3>K0},

= o(n−(a+1)) +O(1)p4n4ba/2c−4a,

where we use
∑

ALL SUM 1{E{M(i,̃i,w,w̃,j)}6=0} =
∑a−1

s3=0 n
2a−s3p4, δK0ε/(2+ε) =

O(1)p−(4+µ), and Cn,a,s1,s2,s3 = Θ(1)n−2(2a−s3). If a is even, (C.11) = O(1)p4n−2a =
o(1)p2n−a. If a is odd, (C.11) = O(1)p4n−2a−2 = o(1)p2n−a.

Case (b.1) If κ1 ≤ K0, κ2 > K0 and κ3 > K0,

∆j,j̃ = |E(Mj1Mj2)E(Mj̃1
)E(Mj̃2

)|
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If E(Mj̃1
) and E(Mj̃2

) 6= 0, we know (C.10) holds. We then consider E(Mj1Mj2)
with j1 6= j2. Note that

Mj1Mj2

=

s1∏
t=1

xit,j1

s1+s2∏
t=s1+1

xit,j2

s1+s2+s3∏
t=s1+s2+1

(xit,j1xit,j2)

a−s1−s3∏
k=1

xwk,j1

2a−s1−s2−2s3∏
k=a−s1−s3+1

xwk,j2 .

As E(x) = 0 and E(x1,j1x1,j2) = 0 under H0 when j1 6= j2, we know
E(Mj1Mj2) 6= 0 only when {i1, . . . , is1+s2+s3} ⊆ {w1, . . . , w2a−s1−s2−2s3}
and

|Sj1 ∪ Sj2 | ≤ b(2a− s3)/2c(C.12)

We then know ∆j,j̃ 6= 0 only when (C.10) and (C.12) hold, and thus∑
ALL SUM

∆j,j̃ × 1{|{j1,j2,j̃1,j̃2}|=4,κ1≤K0,κ2,κ3>K0}

=
a−1∑
s3=0

O(1)p3K0n
2ba/2c−s3+b(2a−s3)/2c.

Then similarly to (C.11), we have∣∣∣ ∑
ALL SUM

Cn,a,s1,s2,s3E{M(i, ĩ,w, w̃, j)}1{ |{j1,j2,j̃1,j̃2}|=4;
κ1≤K0;κ2,κ3>K0

}∣∣∣(C.13)

≤ o(n−(a+1)) +
∑

ALL SUM

Cn,a,s1,s2,s3∆j,j̃1
{
|{j1,j2,j̃1,j̃2}|=4;
κ1≤K0;κ2,κ3>K0

}

= o(n−(a+1)) +
a−1∑
s3=0

O(1)p3K0n
2ba/2c−s3+b(2a−s3)/2c−4a+2s3 .

If a is even, we use 2ba/2c − s3 + b(2a− s3)/2c − 4a+ 2s3 ≤ −2a+ s3/2 ≤
−a − (a + 1)/2 as s3 ≤ a − 1. Then (C.13) = O(1)p3K0n

−a−(a+1)/2 =
o(1)p2n−a. If a is odd, we use 2ba/2c − s3 + b(2a − s3)/2c − 4a + 2s3 ≤
−2a + s3/2 ≤ −a − (a + 3)/2 as 2ba/2c = a − 1 and s3 ≤ a − 1. Then
(C.13) = O(1)p3K0n

−a−(a+3)/2 = o(1)p2n−a.

Case (b.2) If κ1 > K0, κ2 > K0 and κ3 ≤ K0, similarly to Case (b.1), by
symmetricity, we know∣∣∣ ∑

ALL SUM

Cn,a,s1,s2,s3E{M(i, ĩ,w, w̃, j)}1{ |{j1,j2,j̃1,j̃2}|=4;
κ1,κ2>K0;κ3≤K0

}∣∣∣(C.14)

= o(n−(a+1)) +
a−1∑
s3=0

O(1)p3K0n
2ba/2c−s3+b(2a−s3)/2c−4a+2s3 .
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Then (C.16) = o(1)p2n−a.

Case (b.3) If κ1 > K0, κ2 ≤ K0 and κ3 > K0,

∆j,j̃ = |E(Mj1)E(Mj2Mj̃1
)E(Mj̃2

)|.

If E(Mj1),E(Mj̃2
) 6= 0, we know (C.5) and (C.8) hold. We then consider

E(Mj2Mj̃1
). Note that

Mj2Mj̃1

=

s1+s2+s3∏
t=s1+1

xit,j2

2a−s1−s2−2s3∏
t=a−s1−s3+1

xwt,j2

s1∏
t=1

xĩt,j̃1

s1+s2+s3∏
t=s1+s2+1

xĩt,j̃1

a−s1−s3∏
t=1

xw̃t,j̃1 .

If E(Mj2Mj̃1
) 6= 0, we know that |Sj2∪Sj̃1 | ≤ a. As |(Sj2∪Sj̃1)∩(Sj1∪Sj̃2)| =

2s3, we have |Sj1 ∪ Sj2 ∪ Sj̃1 ∪ Sj̃2 | ≤ a+ 2ba/2c − 2s3. We then know

∑
ALL SUM

∆j,j̃1{|{j1,j2,j̃1,j̃2}|=4,κ1,κ3>K0,κ2≤K0} =
a−1∑
s3=0

O(1)p3K0n
a+2ba/2c−2s3 .

Then similarly to (C.13), we have∣∣∣ ∑
ALL SUM

Cn,a,s1,s2,s3E{M(i, ĩ,w, w̃, j)}1{ |{j1,j2,j̃1,j̃2}|=4;
κ1,κ3>K0;κ2≤K0

}∣∣∣(C.15)

= o(n−(a+1)) +O(1)p3K0n
2ba/2c−3a.

If a is even, we know (C.15) = p3K0n
−2a = o(1)p2n−a. If a is odd, we know

(C.15) = p3K0n
−2a−1 = o(1)p2n−a.

Case (c) If two of κ1, κ2, κ3 ≤ K0, we know∑
j1,j2,j̃1,j̃2

1{two of κ1,κ2,κ3≤K0} = O(p2K2
0 ).

Following definition in (C.4), we know E{M(i, ĩ,w, w̃, j)} 6= 0 only when
|Sj1 ∪ Sj2 ∪ Sj̃1 ∪ Sj̃2 | ≤ 2a− s3. It implies that∑

ALL SUM

∆j,j̃1{|{j1,j2,j̃1,j̃2}|=4, two of κ1,κ2,κ3≤K0} = O(1)p2K2
0n

2a−s3 .
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Similarly to (C.15), we have∣∣∣ ∑
ALL SUM

Cn,a,s1,s2,s3E{M(i, ĩ,w, w̃, j)}1{ |{j1,j2,j̃1,j̃2}|=4;
two of κ1,κ2,κ3≤K0

}∣∣∣(C.16)

= o(n−(a+1)) +
a−1∑
s3=0

O(1)p2K2
0n
−2a+s3 .

As s3 ≤ a − 1 and K0 = O(log p), we know (C.16) = O(1)p2K2
0n
−a−1 =

o(1)p2n−a.

Case (d) If |{j1, j2, j3, j4}| = 3 or 2, similar analysis can be applied, and
we know that∣∣∣ ∑

ALL SUM

Cn,a,s1,s2,s3E{M(i, ĩ,w, w̃, j)}1{|{j1,j2,j̃1,j̃2}|=2 or 3}

∣∣∣(C.17)

= o(n−(a+1)) + o(1)p2n−2a.

Summarizing Cases (a)–(d) above, we obtain E(T 2
s1,s2,s3) = o(p2n−a).

C.2. Simulations on One-Sample Covariance Testing. In this sec-
tion, we provide extensive simulation studies for the one-sample covariance
testing discussed in Section 2. We present the results of the five simulation
settings introduced in Section 3.1 in the following Sections C.2.1–C.2.5.

C.2.1. Study 1: Empirical Size. In this study, we verify the theoretical
results under H0 in Section 2 and the show validity of the adaptive testing
procedure across different n and p values. In particular, we fix n = 100
and take p ∈ {50, 100, 200, 400, 600, 800, 1000}. Then we generate n i.i.d.
p-dimensional xi for i = 1, . . . , n, and each xi has i.i.d. entries of N (0, 1)
and Gamma(2, 0.5) respectively. The results are summarized in the following
Tables 1 and 2 respectively.

In Tables 1 and 2, we provide the simulation results of all the single U-
statistics with orders in {1, . . . , 6}. For U(∞), we first use the test statistic
(2.8) same as in Jiang [43], which is denoted as “U(∞) 1” below. Since
the convergence in [43] is slow, we use permutation to approximate the

distribution in the simulations. We also use the standardized version M †n
given in Remark 2.4, which is denoted as “U(∞) 2” below. Given “U(∞) 1”
and “U(∞) 2”, we apply the adaptive testing with minimum combination
and Fisher’s method respectively. The results are denoted as “adpUmin1”,
“adpUf1”, “adpUmin2” and “adpUf2” respectively below. In addition, we
also compare several methods in the literature. The identity and sphericity
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Table 1
Empirical Type I errors under Guassian distribution; n = 100.

p 50 100 200 400 600 800 1000

U(1) 0.054 0.055 0.045 0.053 0.048 0.052 0.036
U(2) 0.058 0.058 0.066 0.050 0.071 0.048 0.063
U(3) 0.057 0.066 0.061 0.055 0.051 0.063 0.052
U(4) 0.054 0.067 0.052 0.080 0.053 0.041 0.056
U(5) 0.049 0.054 0.059 0.070 0.045 0.049 0.053
U(6) 0.039 0.057 0.063 0.061 0.056 0.057 0.074

U(∞) 1 0.046 0.055 0.049 0.067 0.064 0.042 0.044
U(∞) 2 0.040 0.047 0.045 0.056 0.048 0.050 0.048

adpUmin 1 0.056 0.066 0.067 0.064 0.067 0.056 0.051
adpUf 1 0.065 0.083 0.069 0.079 0.063 0.058 0.060

adpUmin 2 0.054 0.069 0.065 0.060 0.062 0.055 0.057
adpUf 2 0.069 0.082 0.065 0.065 0.058 0.057 0.062
Identity 0.055 0.053 0.058 0.053 0.061 0.049 0.053

Sphericity 0.053 0.050 0.058 0.053 0.062 0.049 0.054
LW 0.058 0.051 0.053 0.045 0.067 0.048 0.058

Schott 0.052 0.055 0.050 0.052 0.050 0.044 0.051

Table 2
Empirical Type I errors under Gamma distribution; n = 100.

p 50 100 200 400 600 800 1000

U(1) 0.043 0.049 0.054 0.048 0.050 0.049 0.043
U(2) 0.057 0.075 0.062 0.054 0.057 0.055 0.061
U(3) 0.054 0.064 0.050 0.041 0.057 0.051 0.056
U(4) 0.047 0.056 0.061 0.056 0.052 0.053 0.045
U(5) 0.043 0.043 0.054 0.052 0.050 0.053 0.049
U(6) 0.032 0.035 0.059 0.045 0.046 0.053 0.044

U(∞) 1 0.052 0.045 0.048 0.053 0.045 0.049 0.055
U(∞) 2 0.044 0.052 0.052 0.053 0.044 0.051 0.045

adpUmin 1 0.051 0.054 0.069 0.062 0.049 0.058 0.065
adpUf 1 0.055 0.060 0.075 0.067 0.054 0.058 0.067

adpUmin 2 0.049 0.055 0.068 0.063 0.049 0.059 0.066
adpUf 2 0.063 0.067 0.070 0.058 0.047 0.057 0.061
Identity 1.000 1.000 1.000 1.000 1.000 1.000 1.000

Sphericity 0.088 0.065 0.071 0.056 0.060 0.059 0.050
LW 1.000 1.000 1.000 1.000 1.000 1.000 1.000

Schott 0.051 0.063 0.053 0.053 0.055 0.046 0.060

tests in Chen et al. [15] are denoted as “Equal” and “Spher” below; the
methods in Ledoit and Wolf [51] and Schott [66], which are referred to as
“LW” and “Schott” respectively.
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C.2.2. Study 2. In this section, we provide the simulation results for the
second setting in Section 3. In particular, we generate n i.i.d. p-dimensional
xi for i = 1, . . . , n, and xi follows multivariate Gaussian distribution with
mean zero and covariance ΣA = (1− ρ)Ip + ρ1p,k01

ᵀ
p,k0

.
Similarly to Figure 2, we conduct simulations on the adaptive proce-

dure with U-statistics of orders in {1, . . . , 6,∞}. We provide the simula-
tion results of all the single U-statistics and the adaptive procedure, and
also compare with some other methods in the literature. We take (n, p) ∈
{(100, 300), (100, 600), (100, 1000)}, and provide the results in the following
Figures 4–6 respectively.

In Figure 4, the first 7 plots are simulated with k0 ∈ {2, 5, 7, 10, 13, 20, 50}.
Particularly, we include results of U(a) for a ∈ {1, . . . , 6,∞}; the adaptive
procedure “adpU” by minimum combination of these single U-statistics;
identity and sphericity tests in [15], which are denoted as ‘Equal” and “Sh-
per”, respectively. We can see that when k0 ∈ {7, 10, 13}, the results of
“adpU” are better than all the other test statistics. For other cases, the
results of “adpU” are close to the best results of single U-statistics. In ad-
dition, we also examine the case when the nonzero off-diagonal elements of
ΣA, i.e., σj1,j2 with 1 ≤ j1 6= j2 ≤ k0, have same absolute value |ρ|, but can
be positive or negative with equal probability. The results of powers versus
different |ρ| values are given by 8th plot in Figure 4, which is consistent with
Remark 2.6 in Section 2.2.

In Figures 5 and 6, the meanings of the legends are the same as in Tables
1 and 2, and are already explained in Section C.2.1. We can find similar
patterns to that in Figure 4.
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Fig 4: Study 2: n = 100, p = 300.
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Fig 5: Study 2: n = 100, p = 600.
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Fig 6: Study 2: n = 100, p = 1000.
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C.2.3. Study 3. We provide supplementary simulations for the third set-
ting in Section 3.1. In particular, we generate n i.i.d. p-dimensional xi
for i = 1, . . . , n, and xi follows multivariate Gaussian distribution with
mean zero and covariance ΣA. In this case, ΣA is symmetric and positive
definite, and has the diagonal being all one and only |JA| random posi-
tions being nonzero with value ρ. Note that here ρ represents the magni-
tude of the alternative signal; and |JA| represents its sparsity level with
a larger value indicating a denser alternative, and vice versa. We let |JA|
and ρ vary to examine how the power changes correspondingly. We take
(n, p) ∈ {(100, 600), (100, 1000)}, and provide the results in the following
Figures 7–8 respectively. The meanings of the legends are the same as in
Tables 1 and 2, and are already explained in Section C.2.1. We observe
similar patterns to that in the figures in Section C.2.2.

C.2.4. Study 4. In this section, we provide the simulation results of the
fourth setting in Section 3.1. In particular, we generate n i.i.d. p-dimensional
xi for i = 1, . . . , n, and xi follows multivariate Gaussian distribution with
mean zero and covariance ΣA. Under this setting, ΣA is symmetric and
positive definite and has the diagonal being all one and |JA| random positions
taking values uniformly in the range (0, 2ρ). Therefore, the nonzero off-
diagonal elements in ΣA are different. Figure 9 below presents the power
versus ρ when n = 100 and p = 1000. The meanings of the legends are the
same as in Tables 1 and 2, and are already explained in Section C.2.1. We
observe similar patterns to that in the figures in Section C.2.2.

C.2.5. Study 5. In this section, we compare our methods with the meth-
ods in Chen et al. [15] following their multivariate models. Specifically,
for each i = 1, . . . , n, xi = Ξzi + µ, where Ξ is a matrix of dimension
p ×m with m ≥ p. Under null hypothesis, m = p, Ξ = Ip µ = µ01p with
µ0 = 2; under alternative hypothesis, m = p + 1, µ = 2(

√
1− ρ +

√
2ρ)1p,

Ξ = (
√

1− ρIp,
√

2ρ1p), thus Σ = (1 − ρ)Ip + 2ρ1p1
ᵀ
p. Two settings are

examined: first, zi’s are i.i.d. multivariate Gaussian random vectors with
mean 0 and covariance Ip; second, zi = (zi,1, . . . , zi,m)ᵀ consists of i.i.d. ran-
dom variables zi,j which are standardized Gamma(4, 0.5) random variables
so that zi has mean 0 and covariance Ip.

To mimic “large p, small n” situation, [15] sets dimension p = c1 exp(nη)+
c2, where η = 0.4, for (c1, c2) = (1, 10) and (c1, c2) = (2, 0) respectively.
In particular, we consider (n, p) ∈ {(40, 159), (40, 331), (80, 159), (80, 331),
(80, 642)}. The results are based on 1000 simulations and the nominal sig-
nificance level of the tests is 5%.

In the tables 3–10, results outside and inside parentheses are calculated
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Fig 7: Study 3: n = 100, p = 600.
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Fig 8: Study 3: n = 100, p = 1000.
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Fig 9: Study 4: n = 100, p = 1000.
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from parametric-permutation- and asymptotics-based methods, respectively.
To be specific, psarametric-permutation-based method means estimating p-
values or powers by permutation; and asymptotic-based method uses the
asymptotic theoretical results and is described in Section 2.3. For each
a ∈ {1, . . . , 6,∞}, the row of “U(a)” has results using the single test statis-
tic U(a); and the row of “adpU” is obtained by the adaptive testing proce-
dure which combines all single candidate U-statistics in the tables using the
minimum combination. In addition, “Ident” and “Spher” rows denote the
identity and sphericity tests in [15] separately.

In the tables 3–8, we find that the empirical sizes of most tests are close
to the nominal level, except U(∞) due to the slow convergence to extreme
value distribution as pointed out in [31]. “Ident” and “Spher” tests per-
form similarly to U(2) in both settings. This is reasonable because they are
all sum-of-squares-type statistics. Moreover, for the ρ’s examined, U(1) has
higher power than U(2), as the constructed alternative is very dense and
only has positive entries. In addition, “adpU” achieves high power for dif-
ferent cases, and its power converges to 1, as one of the test statistics has
power converging to 1. In Tables 9 and 10, data are standardized with sam-
ple mean and variance. It can be seen that methods in [15] perform poorly
in this case. Other than this, the results follow similar patterns to results in
other tables.

Table 3
Empirical Type I errors and power (%) under simulation setting 1. n = 80, p = 331.

ρ 0 0.001 0.002 0.003 0.004

U(1) 4.4 (4) 93.4 (90.6) 100 (99.9) 100 (100) 100 (100)
U(2) 5 (5.6) 5.5 (6) 7.2 (5.9) 13.1 (10.2) 19.7 (14.4)
U(3) 5.4 (6.1) 4.5 (4) 6.3 (5.4) 6.9 (4.5) 9 (5.4)
U(4) 4.7 (5.1) 6 (5.4) 3.7 (4.6) 4.2 (5.3) 6 (4.8)
U(5) 5.4 (6.3) 4.9 (4.7) 5.3 (5.6) 6 (5.7) 6.1 (5.1)
U(6) 4.6 (4.9) 5.8 (5.4) 4.9 (4.5) 5.2 (4.8) 4.8 (5)
U(∞) 4.7 (0.3) 5 (0.6) 5.5 (0.7) 5.1 (0.4) 5.9 (0.8)
aSPU 5 (5.4) 81 (81.8) 99.4 (99.4) 100 (100) 100 (100)
Ident 5.5 5.7 8.2 14.4 21.8
Spher 5.6 5.7 8.1 14.2 21.4
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Table 4
Empirical Type I errors and power (%) under simulation setting 2; n = 80, p = 331.

ρ 0 0.001 0.002 0.003 0.004

U(1) 5.3 (4.6) 56.7 (50.3) 92.5 (89.3) 99.3 (99.1) 100 (99.8)
U(2) 5.4 (5) 5.5 (5.7) 6.9 (5.4) 7.7 (5.8) 11.4 (7.3)
U(3) 5.6 (5.4) 4.5 (3.5) 5.7 (4) 5.8 (4.8) 7.2 (5.1)
U(4) 4.8 (3.9) 4.9 (4.1) 4.9 (5) 6.5 (6.8) 4.9 (5.1)
U(5) 6.1 (5.1) 5.6 (6.1) 5.1 (5.2) 5.5 (5.7) 5.2 (5.5)
U(6) 6.4 (5.6) 5.4 (4.1) 5.1 (5.3) 5.1 (5.4) 5.8 (5.3)
U(∞) 5.5 (3) 5.3 (2.5) 6 (2.8) 5.5 (2.8) 6.8 (3.1)
adpU 6.4 (6.5) 35 (36.3) 78.7 (79.2) 96.1 (96.1) 99.5 (99.6)
Ident 6.7 6.5 7.4 9.2 13.5
Spher 6.2 6.2 7 9.1 12.9

Table 5
Empirical Type I errors and power (%) under simulation setting 1; n = 40, p = 159.

ρ 0 0.0005 0.001 0.0015 0.002 0.0025

U(1) 5.8 (4.6) 16.6 (13.6) 36.5 (32.3) 57.4 (51.3) 69.2 (65.1) 83.3 (80)
U(2) 5.2 (4.9) 4.6 (3.1) 4.6 (5.6) 5.3 (4.5) 5.5 (4.8) 5.9 (4.8)
U(3) 4.9 (4.8) 5.8 (5.4) 5.6 (5.6) 5.6 (4.9) 4.6 (4.7) 5.6 (5)
U(4) 4.6 (5.7) 4.2 (4.1) 5.6 (4.6) 4.7 (4.6) 4.5 (5.1) 5.3 (4.9)
U(5) 5.5 (5.6) 5.3 (6.2) 5.7 (4.9) 3.1 (3.1) 4.7 (4.4) 5.5 (5.4)
U(6) 4.4 (4.3) 4.8 (4.6) 4.4 (4.7) 4.3 (4.3) 4.8 (4.6) 5 (4.2)
U(∞) 5.1 (0.1) 5.1 (0.1) 4.2 (0) 4.6 (0.1) 4.6 (0) 5.5 (0.1)
adpU 5.7 (5.8) 8.9 (10.6) 18.5 (21.1) 31.5 (34.2) 47.4 (50.8) 63.2 (66.2)
Ident 5.8 5.3 5.9 6.8 6.8 7.1
Spher 5.8 5.1 5.7 6.5 6.5 7.2

Table 6
Empirical Type I errors and power (%) under simulation setting 1; n = 40, p = 331.

ρ 0 0.0025 0.005 0.01 0.015 0.02

U(1) 5.9 (5.4) 99.4 (99.3) 100 (100) 100 (100) 100 (100) 100 (100)
U(2) 5.1 (4.4) 7 (6.3) 15.5 (10.7) 65.8 (60) 95.1 (93.1) 99.3 (98.7)
U(3) 5.4 (5.5) 7.6 (4.6) 13 (7.5) 26.3 (19.7) 53.9 (44.1) 76.9 (68.9)
U(4) 4.8 (5.1) 4.9 (5.4) 6.8 (5.6) 6.3 (6.6) 11.4 (7.7) 14.4 (11.7)
U(5) 5.9 (4.8) 5.5 (4.9) 7 (6.6) 5.6 (4.9) 8.6 (7.3) 8.5 (8.2)
U(6) 4.1 (4.9) 3.4 (4.5) 6.8 (4.6) 4.8 (6.5) 5.5 (6.6) 8 (8.6)
U(∞) 4.2 (0) 4.1 (0) 6.1 (0) 4.9 (0) 6.6 (0) 7.3 (0.1)
adpU 5.2 (5.8) 97.5 (98.5) 100 (100) 100 (100) 100 (100) 100 (100)
Ident 6.2 8.3 19.2 68 95.5 99.3
Spher 6.3 8.2 18.6 67.6 95.4 99.3
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Table 7
Empirical Type I errors and power (%) under simulation setting 1; n = 80, p = 159.

ρ 0 0.0025 0.005 0.01 0.015 0.02

U(1) 5.7 (4.7) 98.1 (97) 100 (100) 100 (100) 100 (100) 100 (100)
U(2) 6.2 (5.1) 6.8 (5.5) 16.5 (11.4) 68.4 (60.6) 96.7 (94.7) 100 (99.9)
U(3) 6 (4.7) 6.2 (5.5) 7.4 (5.9) 15.2 (9.2) 34.8 (26.2) 69.2 (61.4)
U(4) 5.4 (5.6) 4 (3.8) 4.7 (4.2) 7.6 (7.1) 10.6 (9) 18.2 (15.7)
U(5) 4.5 (4.9) 4.6 (4.2) 4.8 (4.5) 5.3 (5.3) 9.6 (7.6) 13.1 (13)
U(6) 5.6 (5.3) 3.9 (4.7) 4 (3.3) 5.3 (4.9) 8.7 (8) 12 (12.4)
U(∞) 4.5 (0.8) 6.1 (1.1) 4.9 (1.4) 5.4 (1.7) 8 (1.5) 10.7 (3.3)
adpU 5.7 (7) 91.8 (92.6) 99.8 (99.8) 100 (100) 100 (100) 100 (100)
Ident 6.7 7.8 18.5 71.1 97.3 100
Spher 6.7 7.2 18 69.6 97 100

Table 8
Empirical Type I errors and power (%) under simulation setting 1; n = 80, p = 642.

ρ 0 0.0025 0.005 0.01 0.015 0.02

U(1) 5.8 (4.8) 100 (100) 100 (100) 100 (100) 100 (100) 100 (100)
U(2) 6.4 (6.2) 17.9 (12.7) 71.2 (63.4) 99.8 (99.8) 100 (100) 100 (100)
U(3) 5.2 (5.6) 6.2 (3.6) 19.3 (13.3) 68.4 (57.3) 96.4 (94) 99.8 (99.6)
U(4) 5.2 (5.2) 6.2 (6.4) 5.2 (5.2) 8.5 (6.4) 25 (18.3) 57.9 (51.7)
U(5) 6.4 (4.6) 5 (5.2) 6.4 (5.4) 7.8 (7.2) 11.7 (9.9) 21.1 (16.9)
U(6) 4 (4.2) 5.8 (6.4) 6 (6) 4.2 (5.2) 9.3 (10.3) 13.1 (15.3)
U(∞) 4.4 (0.6) 5 (0.2) 5.6 (0.4) 7 (0.8) 9.3 (0.8) 15.3 (0.6)
adpU 6 (4.2) 100 (100) 100 (100) 100 (100) 100 (100) 100 (100)
Ident 6.8 18.9 72.6 100 100 100
Spher 6.6 18.7 72.6 100 100 100

Table 9
Empirical Type I errors and power (%) under simulation setting 2; n = 80, p = 159.

ρ 0 0.0005 0.001 0.002 0.003 0.004

U(1) 4.9 (4.2) 26.1 (20.4) 57.1 (49.7) 95.2 (93.1) 99.9 (99.8) 100 (99.9)
U(2) 4.9 (4.4) 3.9 (5.3) 5.9 (5.2) 6.7 (4.8) 8.3 (5.6) 12.2 (7.7)
U(3) 5.4 (5.2) 4.7 (5.3) 4.3 (4.1) 6 (4) 5.9 (5.1) 7 (5)
U(4) 5.4 (4.9) 5.5 (5.2) 4.8 (4.8) 5.9 (6.3) 6.7 (7.2) 4.6 (4.6)
U(5) 7.3 (6.2) 5.4 (5.6) 5.8 (6.5) 5.3 (6.3) 5.8 (5.5) 5.6 (5.6)
U(6) 6.5 (5.6) 4.9 (5) 5.5 (5.3) 4.9 (5.2) 5.5 (5.4) 4.2 (4.7)
U(∞) 5.9 (3) 5.7 (2.1) 5.8 (2.5) 5.7 (2.6) 5.5 (2.9) 6.7 (3.3)
adpU 5.7 (5) 12.1 (13.1) 34.8 (34.6) 81.9 (82.6) 98.1 (98.1) 99.9 (99.8)
Ident 0.2 0.1 0.1 0.2 0.1 0.1
Spher 0.2 0.1 0.1 0.2 0 0.1
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Table 10
Empirical Type I errors and power (%) under simulation setting 2; n = 80, p = 642.

ρ 0 0.0005 0.001 0.002 0.003 0.004

U(1) 2.8 (2.2) 94.2 (93) 100 (100) 100 (100) 100 (100) 100 (100)
U(2) 5.8 (4.2) 4.2 (4.8) 6 (5.6) 11.9 (7.2) 22.3 (14.5) 45.9 (36.2)
U(3) 3.6 (3.8) 5.4 (5.2) 7.2 (5) 6 (3.6) 11.9 (7.6) 15.1 (9.3)
U(4) 4.4 (4.4) 4.6 (4.4) 6.4 (6.2) 4.8 (3.8) 5.4 (5.2) 7 (6.2)
U(5) 7 (5.6) 6 (5) 6.2 (5.4) 7 (6.2) 6.6 (5.4) 7.4 (5.6)
U(6) 7 (5.4) 5 (4.6) 4.6 (5.6) 6.8 (7.2) 5.4 (4.6) 5.6 (5.8)
U(∞) 4.8 (2.2) 6.2 (2.4) 4.8 (0.8) 6.2 (3) 6.4 (2.6) 5.2 (1.6)
adpU 5 (4) 84.5 (85.9) 100 (100) 100 (100) 100 (100) 100 (100)
Ident 0 0.4 0.2 0.4 2.4 8.3
Spher 0 0.4 0.2 0.4 2.4 7.8

C.3. Simulations on Other Testing Examples. In this section, we
provide the simulation results on other testing examples discussed in Sec-
tion 4. We present simulations on generalized linear model in Section C.3.1.
In addition, we provide simulations on two-sample covariance testing to ex-
amine the empirical type I error and power in Sections C.3.2 and C.3.3,
respectively.

C.3.1. Study 6: GLM. In this study, we conduct simulations for gener-
alized linear model considering the following model

yi = zᵀiα+ xᵀ
iβ + εi,(C.18)

for i = 1, . . . , n. We generate i.i.d. xi from the multivariate normal distribu-
tion N (0,Σ). We show the results with an equal variance and a first-order
autoregressive correlation matrix case, that is, Σ = (0.4|i−j|). We further
generate zi of two covariates with entries i.i.d. from standard normal distri-
bution N (0, 1), and εi are the random errors following i.i.d. normal distribu-
tion N (0, 0.5). In (C.18), we take α = (0.3, 0.3)ᵀ, β = 0 or 6= 0 corresponded
to the null hypothesis H0 and the alternative hypothesis HA, respectively.
Under HA, bpsc elements in β are set to be non-zero, where s ∈ [0, 1] controls
signal sparsity. We vary s to mimic varying sparsity situations, from sparse
to dense signals with s ∈ {0.001, 0.1, 0.3, 0.7, 0.9}. The positions of non-zero
elements in β are assumed to be uniformly distributed in {1, 2, . . . , p}, and
their values are constant c, where c is the effect of signals that vary in the
simulations. The results are based on 1000 simulations with 5% nominal sig-
nificance level, n = 500 and p = 1000. We summarized the results in Figure
10. It shows similar patterns as in Study I.
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Fig 10: Power comparison under generalized linear model simulation setting.
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C.3.2. Study 7: Two-sample covariance testing under H0. In this section,
we examine the empirical Type I errors of the proposed the adaptive testing
procedure and compare it with the other methods.

We follow the simulation settings in Yang and Pan [79]. In particular, let
A(s) be the s×s covariance matrix of MA(1) model with the parameter θ1 =
0.4. In addition, B = 0.7Ip−s is a (p−s)× (p−s) scaled identity matrix. We
then define the matrix Q(s) = BlkDiag(A(s), B), where “BlkDiag” indicates
a block diagonal matrix. We take s = p1/2 and n = 100, and consider
Σx = Σy = Q(s). The results are presented in Table 11.

In Table 11, we provide the simulation results of the single U-statistics
U(a) with a ∈ {1, . . . , 6}. In addition, we provide the simulation results of
U(∞) using permutation and the asymptotic distribution in Cai et al. [10],
which are denoted as “U(∞) permutation” and “U(∞) Tony” respectively.
Given the results of U(1), . . . ,U(6) and “U(∞) (permutation)”, “adpUmin
1” and “adpUf 1” represent the results of the adaptive testing procedure us-
ing minimum combination and Fisher’s method respectively. Similarly, given
the results of U(1), . . . ,U(6) and “U(∞) (Tony)”, “adpUmin 2” and “adpUf
2” represent the results of the adaptive testing procedure using minimum
combination and Fisher’s method respectively. Moreover, “Schott”, “Sriva”
and “Chen” represent the methods in Schott [66], Srivastava and Yanagi-
hara [70] and Li and Chen [54], respectively. In addition, we denote the tests
without and with Micro term in Yang and Pan [79] as “Pan1” and “Pan2”
respectively. The tests in [79] are time-consuming. Therefore we only provide
the simulation results at p = 50, which takes about 100 times the time of
the proposed adaptive testing procedure.

Based on our simulation results, we find that the empirical Type I errors
of the single U-statistics are close the nominal levels, which verifies the theo-
retical results of Theorem 4.6. Moreover, comparing “U(∞) (permutation)”
and “U(∞) (Tony)”, we find that using the asymptotic distribution in Cai
et al. [10] gives conservative Type I errors that are smaller than the nominal
levels. In addition, by examining the results of minimum combination and
Fisher’s method, we find that both of the two methods give empirical Type
I errors that are close to the nominal level, while the Fisher’s method may
have slight size inflation compared to the minimum combination.
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Table 11
Empirical Type-I errors under Σx = Σy = Q(s); n = 100, s = p1/2

p 50 100 200 300

U(1) 0.052 0.055 0.040 0.039
U(2) 0.051 0.060 0.053 0.047
U(3) 0.048 0.061 0.054 0.054
U(4) 0.039 0.059 0.067 0.053
U(5) 0.056 0.046 0.041 0.066
U(6) 0.045 0.044 0.041 0.044

U(∞) (permutation) 0.047 0.042 0.049 0.052
adpUmin 1 0.043 0.057 0.059 0.053

adpUf 1 0.076 0.081 0.060 0.076
U(∞) (Tony) 0.018 0.024 0.016 0.013

adpUmin 2 0.044 0.056 0.059 0.051
adpUf 2 0.051 0.056 0.040 0.050

Chen 0.050 0.049 0.049 0.050
Sriva 0.166 0.002 0.000 0.000

Schott 0.074 0.119 0.236 0.418
Pan1 0.055 NA NA NA
Pan2 0.058 NA NA NA

C.3.3. Study 8: Two-sample covariance testing power. In this section, we
examine the power of the two-sample covariance testing.

We follow the covariance matrix models in Yang and Pan [79]. In partic-
ular, let H(τ0, τ1, r) = (hi,j)p×p, where hi,j = 0 except hi,i = τ0, i = 1, . . . , r
and hi,i+1 = hi,i−1 = τ1, i = 1, . . . , r−1. Here τ0 and τ1 are used to measure
the level of faint alternatives and r is used to measure the sparsity level of
alternative. We fix Σx = Ip, the p × p identity matrix, and examine the
following three representative covariance matrix models of Σy.

Model 1: (Extreme faint, τ0 = 0.04, τ1 = 0.2, r = p). Σy = Ip+H(0.04, 0.2, p).
This matrix can also be considered as the covariance matrix of MA(1) model
with the parameter θ1 = 0.2, which is also used in Li and Chen [54].

Model 2: (Extreme sparse, τ0 = 1, τ1 = 1.5, r = 2). Σy = Ip+H(1, 1.5, 2).
This model only has four large disturbances compared with Σx, which is
regarded as the extreme sparse (ES) alternative.

Model 3: (Reasonable faint and sparse, τ0 = 0.3, τ1 = 0.3, r = p/10)
Σy = Ip + H(0.3, 0.3, p/10). The value of r here is between 2 (in Model 2)
and p (in Model 1), which is regarded as a moderately sparse setting.

Under each model above, we take n = 100, p ∈ {50, 100, 200, 300}, and
provide the simulation results of the Models 1–3 in the Tables 12–14 respec-
tively. The explanation of each row are the same as in Table 11, which is
given in Section C.3.2. Similarly, we note that the tests in Yang and Pan
[79] are very time-consuming. Therefore for “Pan 1” and “Pan 2”, we only
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provide the simulation results at p = 50, which takes about 100 times the
time of the proposed adaptive testing procedure.

Table 12
Empirical Power under Model 1 (Extreme faint); n = 100.

p 50 100 200 300

U(1) 0.397 0.389 0.408 0.416
U(2) 0.445 0.458 0.456 0.484
U(3) 0.290 0.309 0.354 0.371
U(4) 0.197 0.211 0.199 0.205
U(5) 0.244 0.397 0.752 0.855
U(6) 0.054 0.052 0.054 0.091

U(∞) (permutation) 0.066 0.062 0.044 0.029
adpUmin 1 0.478 0.511 0.692 0.783

adpUf 1 0.600 0.648 0.843 0.886
U(∞) (Tony) 0.091 0.072 0.087 0.072

adpUmin 2 0.480 0.513 0.691 0.781
adpUf 2 0.619 0.669 0.855 0.903

Chen 0.573 0.574 0.569 0.623
Sriva 0.513 0.586 0.598 0.569

Schott 0.667 0.731 0.888 0.956
Pan1 0.640 NA NA NA
Pan2 0.669 NA NA NA

Table 13
Empirical Power under Model 2 (Extreme sparse); n = 100.

p 50 100 200 300

U(1) 0.068 0.056 0.048 0.049
U(2) 0.725 0.364 0.122 0.086
U(3) 0.993 0.960 0.850 0.660
U(4) 1.000 0.997 0.988 0.956
U(5) 0.934 0.874 0.803 0.682
U(6) 0.972 0.960 0.935 0.914

U(∞) (permutation) 0.966 0.919 0.852 0.772
adpUmin 1 1.000 0.992 0.984 0.959

adpUf 1 1.000 0.996 0.989 0.970
U(∞) (Tony) 0.999 1.000 0.997 1.000

adpUmin 2 1.000 0.997 0.993 0.995
adpUf 2 1.000 0.999 0.992 0.992

Chen 0.800 0.457 0.196 0.127
Sriva 0.787 0.433 0.166 0.101

Schott 0.864 0.640 0.550 0.654
Pan1 0.673 NA NA NA
Pan2 0.694 NA NA NA

We then analyze the simulation results. Model 1 is the extreme faint case
and Σy − Σx is dense. We find that under this case, the U-statistics of
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Table 14
Empirical Power under Model 3 (Reasonable faint and sparse); n = 100.

p 50 100 200 300

U(1) 0.072 0.067 0.069 0.070
U(2) 0.090 0.096 0.096 0.083
U(3) 0.155 0.151 0.152 0.145
U(4) 0.175 0.162 0.162 0.154
U(5) 0.347 0.582 0.868 0.946
U(6) 0.308 0.494 0.732 0.854

U(∞) (permutation) 0.028 0.034 0.027 0.018
adpUmin 1 0.337 0.496 0.797 0.901

adpUf 1 0.355 0.535 0.802 0.910
U(∞) (asymptotic) 0.254 0.319 0.409 0.403

adpUmin 2 0.348 0.508 0.798 0.901
adpUf 2 0.426 0.620 0.862 0.940

Chen 0.138 0.149 0.153 0.144
Sriva 0.092 0.096 0.097 0.100

Schott 0.189 0.283 0.486 0.712
Pan1 0.167 NA NA NA
Pan2 0.186 NA NA NA

small orders, e.g., U(1) and U(2) are powerful. The tests based on the sum-
of-squares type statistics including “Chen”, “Sriva” and “Schott” are also
powerful under this case. Our proposed adaptive testing procedure using
Fisher’s method has comparable power performance to “Pan 1” and “Pan
2”, and is computationally more efficient. Model 2 is the extreme sparse
case. Under this case, we find that generally U-statistics of higher orders,
e.g., U(4) and U(∞), are more powerful than the U-statistics of smaller
orders, e.g., U(1) and U(2). Model 3 is the moderately faint and sparse case.
Under this case, we can see that a finite-order U-statistic U(5) is the most
powerful one. Neither the maximum-type test statistic U(∞) and the sum-
of-squares type test statistic U(2), “Chen”, “Sriva” and “Schott” are very
powerful. Tests in [79] considering only faint or sparse alternatives are not
very powerful under this case. On the other hand, the proposed adaptive
testing procedure maintains high power under this case.
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[62] Péché, S. (2009). Universality results for the largest eigenvalues of some sample
covariance matrix ensembles. Probability Theory and Related Fields 143 (3-4), 481–516.

[63] Peng, Z. and S. Nadarajah (2003). On the joint limiting distribution of sums and
maxima of stationary normal sequence. Theory of Probability & Its Applications 47 (4),
706–709.

[64] Pham, T. D. and L. T. Tran (1985). Some mixing properties of time series models.
Stochastic Processes and their Applications 19 (2), 297–303.

[65] Prince, M., R. Bryce, E. Albanese, A. Wimo, W. Ribeiro, and C. P. Ferri (2013).
The global prevalence of dementia: a systematic review and metaanalysis. Alzheimer’s
& Dementia 9 (1), 63–75.

[66] Schott, J. R. (2007). A test for the equality of covariance matrices when the dimension
is large relative to the sample sizes. Computational Statistics & Data Analysis 51 (12),
6535–6542.

[67] Shao, Q.-M. and W.-X. Zhou (2014). Necessary and sufficient conditions for the
asymptotic distributions of coherence of ultra-high dimensional random matrices. Ann.
Probab. 42 (2), 623–648.



228 HE ET AL.

[68] Soshnikov, A. (2002). A note on universality of the distribution of the largest eigen-
values in certain sample covariance matrices. Journal of Statistical Physics 108 (5-6),
1033–1056.

[69] Srivastava, M. S. and M. Du (2008). A test for the mean vector with fewer observa-
tions than the dimension. Journal of Multivariate Analysis 99 (3), 386–402.

[70] Srivastava, M. S. and H. Yanagihara (2010). Testing the equality of several covari-
ance matrices with fewer observations than the dimension. Journal of Multivariate
Analysis 101 (6), 1319–1329.

[71] Srivastava, R., P. Li, and D. Ruppert (2016). RAPTT: An exact two-sample test in
high dimensions using random projections. Journal of Computational and Graphical
Statistics 25 (3), 954–970.

[72] Storey, J. D. and R. Tibshirani (2003). Statistical significance for genomewide studies.
Proceedings of the National Academy of Sciences 100 (16), 9440–9445.

[73] Wang, L., P. Jia, R. D. Wolfinger, X. Chen, and Z. Zhao (2011). Gene set anal-
ysis of genome-wide association studies: methodological issues and perspectives. Ge-
nomics 98 (1), 1–8.

[74] Wu, C., G. Xu, and W. Pan (2019). An adaptive test on high-dimensional parameters
in generalized linear models. Statistica Sinica.

[75] Xia, Y., T. Cai, and T. T. Cai (2015). Testing differential networks with applications
to the detection of gene-gene interactions. Biometrika 102 (2), 247–266.

[76] Xu, G., L. Lin, P. Wei, and W. Pan (2016). An adaptive two-sample test for high-
dimensional means. Biometrika 103 (3), 609–624.

[77] Xu, J., S. L. Murphy, K. D. Kochanek, B. Bastian, and E. Arias (2018). Deaths:
Final data for 2016. National Vital Statistics Reports 67 (5).

[78] Xu, Z., G. Xu, and W. Pan (2017). Adaptive testing for association between two
random vectors in moderate to high dimensions. Genetic epidemiology 41 (7), 599–609.

[79] Yang, Q. and G. Pan (2017). Weighted statistic in detecting faint and sparse alter-
natives for high-dimensional covariance matrices. Journal of the American Statistical
Association 112 (517), 188–200.

[80] Yu, K., Q. Li, A. W. Bergen, R. M. Pfeiffer, P. S. Rosenberg, N. Caporaso, P. Kraft,
and N. Chatterjee (2009). Pathway analysis by adaptive combination of p-values. Ge-
netic epidemiology 33 (8), 700–709.

[81] Zaitsev, A. Y. (1987). On the Gaussian approximation of convolutions under mul-
tidimensional analogues of sn bernstein’s inequality conditions. Probability theory and
related fields 74 (4), 535–566.

[82] Zhong, P.-S. and S. X. Chen (2011). Tests for high-dimensional regression coefficients
with factorial designs. Journal of the American Statistical Association 106 (493), 260–
274.

Yinqiu He and Gongjun Xu
Department of Statistics
University of Michigan
E-mail: yqhe@umich.edu

gongjun@umich.edu

Chong Wu
Department of Statistics
Florida State University
E-mail: cwu3@fsu.edu

Wei Pan
Division of Biostatistics
School of Public Health
University of Minnesota
E-mail: panxx014@umn.edu

mailto:yqhe@umich.edu 
mailto:gongjun@umich.edu 
mailto:cwu3@fsu.edu
mailto:panxx014@umn.edu

	1 Introduction
	2 Motivating Example: One-Sample Covariance Testing
	2.1 Asymptotically Independent U-Statistics
	2.2 Power Analysis
	2.3 Application to Adaptive Testing & Computation

	3 Simulations and Real Data Analysis
	3.1 Simulations
	3.2 Real Data Analysis

	4 Other High-Dimensional Examples
	4.1 Mean Testing
	4.2 Two-Sample Covariance Testing
	4.3 Generalized Linear Model

	5 Discussion
	Acknowledgements
	Supplementary Material
	References
	A Proofs and Supplementary Results
	A.1 Proof of Proposition ??
	A.2 Proof of Theorem ??
	A.3 Proof of Theorem ??
	A.4 Proof of Theorem ??
	A.5 Proof of Theorem ??
	A.6 Proof of Proposition ??
	A.7 Proof of Proposition ??
	A.7.1 Proof of (i)
	A.7.2 Proof of (ii)

	A.8 Conditions of Theorems ??–??
	A.9 Proof of Theorems ?? and ??
	A.10 Proof of Theorem ??
	A.11 Proof of Theorem ??
	A.12 Proof of Theorem ??
	A.13 Proof of Theorem ??
	A.13.1 Conditions of Theorem ??
	A.13.2 Proof of Theorem ??

	A.14 Proof of Theorem ??
	A.14.1 Conditions
	A.14.2 Proof

	A.15 Proof of Proposition ??
	A.16 Results on the Generalized Linear Model in Section ??
	A.16.1 Limiting results and power analysis
	A.16.2 Proof of Theorems ?? and ?? (on Page ??)


	B Assisted Lemmas
	B.1 Lemmas for the proof of Theorem ??
	B.1.1 Proof of Lemma ?? (on Page ??, Section ??)
	B.1.2 Proof of Lemma ?? (on Page ??, Section ??)
	B.1.3 Proof of Lemma ?? (on Page ??, Section ??)
	B.1.4 Proof of Lemma ?? (on Page ??, Section ??)
	B.1.5 Proof of Lemma ?? (on Page ??, Section ??)
	B.1.6 Proof of Lemma ?? (on Page ??, Section ??)

	B.2 Lemmas for the proof of Theorem ??
	B.2.1 Proof of Lemma ?? (on Page ??, Section ??)
	B.2.2 Proof of Lemma ?? (on Page ??, Section ??)
	B.2.3 Proof of Lemma ?? (on Page ??, Section ??)
	B.2.4 Proof of Lemma ?? (on Page ??, Section ??)
	B.2.5 Proof of Lemma ?? (on Page ??, Section ??)
	B.2.6 Proof of Lemma ?? (on Page ??, Section ??)

	B.3 Lemmas for the proof of Theorem ??
	B.3.1 Proof of Lemma ?? (on Page ??, Section ??)

	B.4 Lemmas for the proof of Theorem ??
	B.4.1 Proof of Lemma ?? (on Page ??, Section ??)
	B.4.2 Proof of Lemma ?? (on Page ??, Section ??)
	B.4.3 Proof of Lemma ?? (on Page ??, Section ??)
	B.4.4 Proof of Lemma ?? (on Page ??, Section ??)

	B.5 Lemmas for the proof of Theorem ??
	B.5.1 Proof of Lemma ?? (on Page ??, Section ??)

	B.6 Lemmas for the proof of Theorem ??
	B.6.1 Proof of Lemma ?? (on Page ??, Section ??)
	B.6.2 Proof of Lemma ?? (on Page ??, Section ??)
	B.6.3 Proof of Lemma ?? (on Page ??, Section ??)
	B.6.4 Proof of Lemma ?? (on Page ??, Section ??)

	B.7 Lemmas for the proof of Theorem ??
	B.7.1 Proof of Lemma ?? (on Page ??, Section ??)

	B.8 Lemmas for the proof of Theorem ??
	B.8.1 Proof of Lemma ??
	B.8.2 Proof of Lemma ??

	B.9 Lemmas for the proof of Theorem ??
	B.9.1 Proof of Lemma ?? (on Page ??, Section ??)
	B.9.2 Proof of Lemma ?? (on Page ??, Section ??)
	B.9.3 Derivation of Dn,k and n,k2
	B.9.4 Proof of Lemma ?? (on Page ??, Section ??)
	B.9.5 Proof of Lemma ?? (on Page ??, Section ??)

	B.10 Lemmas for the proof of Theorem ??
	B.10.1 Proof of Lemma ?? (on Page ??, Section ??)

	B.11 Proof of Remark ??
	B.12 Proof of Corollary ??

	C Computation & Supplementary Simulations
	C.1 Computation
	C.1.1 Formulae for (2.15)
	C.1.2 Computation with unknown mean
	C.1.3 Proof of Proposition ?? (on Page ??)

	C.2 Simulations on One-Sample Covariance Testing
	C.2.1 Study 1: Empirical Size
	C.2.2 Study 2
	C.2.3 Study 3
	C.2.4 Study 4
	C.2.5 Study 5

	C.3 Simulations on Other Testing Examples
	C.3.1 Study 6: GLM
	C.3.2 Study 7: Two-sample covariance testing under H0
	C.3.3 Study 8: Two-sample covariance testing power


	References
	Author's addresses

